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 The greatest enemy of any one of our truths may be the rest of our truths. 

 William James,  Pragmatism      
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   Although the concept of truth has a venerable history, it also has a dark side that has been 

known for millennia: it gives rise to nasty paradoxes, the most famous of which is the liar 

paradox.   1    Despite the fact that these paradoxes do not surface much in everyday conver-

sations, they pose a serious threat to us. We have discovered that they inhibit our ability 

to explain our own rational behavior, and the problem is so acute that researchers who 

study language, reasoning, and thought avoid truth like the plague. The simple fact that 

we possess this concept has become an impediment to our attempts to understand our-

selves. In this work, I argue that these paradoxes are symptoms of an intrinsic defect in 

the concept of truth; for this reason we should replace truth for certain purposes. 

 Truth has had its detractors over the years. From Protagoras to Richard Rorty, thinkers 

have tried to downplay its importance or eliminate it altogether.   2    My views and the reasons 

for them are wholly distinct from theirs. The case against truth contained in these pages has 

nothing to do with subjectivism or postmodernism.   3    Rather, it is because of truth’s utility, 

value, and importance that it needs to be replaced. If it were just an antiquated ideal that 

enlightened agents should discard, then there would be no point in replacing it. It is an 

unfortunate fact that its utility, value, and importance come at a high price. 

 The problems caused by truth are severe, but they are  not  unprecedented. Once we 

understand that the source of the paradoxes is a conceptual defect, we can do what 

          Introduction   

    1   For example, if we use the name ‘Sentence (1)’ for the sentence ‘Sentence (1) is false’, then that very 

sentence says of itself that it is false. We can reason intuitively that if it is true, then what it says is true, namely 

that it is false. So it is true that it is false, or, more directly, it is false. On the other hand, if it is false, then what 

it says is false, namely that it is false. So it is false that it is false, or, more directly, it is true. Thus, we derive 

that it is false from the assumption that it is true, and we derive that it is true from the assumption that it is 

false. It takes just a couple of steps from here to the claim that Sentence (1) is both true and false. In what 

follows we will go through all the steps in this reasoning and the other paradoxes associated with truth in 

detail.  

    2    See Blackburn ( 2005  ) for a discussion of this tradition.  

    3   Although I end up suggesting that truth has certain features that bear a superfi cial similarity to those 

claimed by relativists, my view has none of the radically subjectivist consequences, and my arguments for 

replacing truth do not depend on such claims.  
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we have always done in these situations—replace the off ender with one or more 

concepts, at least for certain purposes, that are free of defects. I off er a team of concepts 

that, together, can do truth’s job without the cost of paradoxes. In addition, they can be 

used in an explanation of our defective concept of truth itself, thus freeing us from our 

predicament. 

 I want it to be clear, right from the start, that I do not advocate  eliminating  truth from 

our conceptual repertoire. I am not trying to persuade people to stop using the word 

‘true’. There is no need for fl yers or public service announcements. For most purposes, 

the risk posed by our concept of truth is negligible; so it is reasonable to use truth, 

despite its defect, in most situations. Only those engaged in trying to explain our thought 

or language will so much as notice the change. Although this revolution will be rela-

tively quiet, it should have a signifi cant impact on the way we think about ourselves at 

the most fundamental level.  

     0.1  Methodology   

     0.1.1  The two camps in the analytic tradition   

 Several factors make a comprehensive and accessible presentation of work on truth dif-

fi cult. The fi rst is that the literature on truth in the analytic tradition of  Western philos-

ophy is split into two camps, and there is very little interaction between them. One 

camp tries to understand the nature of truth; i.e., what it is we are saying of something 

when we call it true. The other tries to fi gure out what to do about the liar and related 

paradoxes aff ecting truth—I call these the  aletheic paradoxes  in what follows. Often what 

counts as common sense in one camp is regarded as highly contentious in the other.   4    

Although there have been some eff orts in the past decade to bring the two together, 

they represent a small fraction of the massive amount of work in each camp.   5    

 During the twentieth century, logic, as an independent area of inquiry, blossomed. Its 

techniques are used throughout philosophy, but especially in response to the aletheic 

paradoxes. It slowly dawned on us that it is unbelievably diffi  cult to say anything at all 

about the aletheic paradoxes without contradicting oneself. I do not know of any other 

area of philosophy where simply saying something  consistent  is such an accomplishment. 

So it seems that the precision off ered by logic was a natural match for investigating the 

liar. This trend can easily be traced back to Alfred Tarski’s work on truth in the early 

1930s.   6     The orthodox view for several decades was based on his work until doubts 

began to grow in the late 1960s. A lecture of Saul Kripke’s that was published in 1975 

shook the confi dence that many had in the orthodox view, and unleashed a fl ood of 

    4   For example, the use of language-specifi c truth predicates (e.g., ‘true-in-English’); these expressions are 

a topic of  Ch.  4  .  

    5   For example,  see Soames ( 1999  ),  Beall and Glanzberg ( 2008  ),  Horsten ( 2011  ), and the papers in  Beall 

and Armour-Garb ( 2005  ).  

    6    Tarski ( 1933  ).  
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highly technical, mathematically sophisticated approaches to the liar that continues to 

this day.   7    Almost all this work is done using artifi cial languages and advanced logical 

techniques, including proof theory and model theory. Although it happens occasionally, 

there is not much emphasis on natural languages or language users. This tradition is very 

young (in philosophical terms), highly technical, and for the most part divorced from 

standard issues and topics that arise in philosophy of language and metaphysics. 

 On the other hand, the literature focusing on the nature of truth in the twentieth 

century is continuous with that which preceded it. The emphasis is almost always on 

fi nding a good analysis of truth—saying exactly what truth consists in or fi nding a 

philo sophically illuminating defi nition of ‘true’. These theorists often frame their 

projects by inquiring into what we mean when we call something true. This tradition 

has also produced a staggering amount of work in the last sixty years, but it too is highly 

insulated. The received view in this tradition is that, whatever the right solution to the 

aletheic paradoxes turns out to be, it will not have a signifi cant impact on how to under-

stand the nature of truth. 

 Besides the complication of two massive and insulated traditions of work on truth, 

the fact that most of the literature on the liar paradox is highly technical makes it a 

daunting task to sift through it all. Mastery of this work requires knowledge of set the-

ory and other branches of mathematical logic that most philosophers just do not have. 

However, to understand the challenge of providing a cohesive unifi ed theory of truth 

(i.e., one that includes both a view on the nature of truth and an approach to the para-

doxes), it is essential to have at least a rudimentary grasp of the pros and cons of the 

various approaches to the paradoxes. 

 Finally, the case I present against truth is complex and subtle. It draws from insights 

that belong to both camps (and seemingly unrelated areas of philosophy and linguis-

tics), and it has implications for both camps as well. As a result, the project requires not 

just a summary of each of the two traditions, but their unifi cation into a single study 

of truth. My hope is that once it is clear just how deeply the insights of each tradition 

aff ect the other, it will no longer be acceptable for those working in one to ignore the 

other.  

     0.1.2  Concepts and philosophy   

 My view is that philosophy is, for the most part, the study of inconsistent concepts 

(although I do not argue for that here). Once enough progress has been made to arrive 

at a set of relatively consistent concepts for some subject matter, it gets outsourced as a 

science. For the past fi ve-hundred years, since the Scientifi c Revolution, philosophy has 

been giving birth to sciences in this way. Of course, these are huge generalizations, but it 

should give the reader at least some inkling of how I see this academic endeavor.   8    

    7    Kripke ( 1975  ).  

    8   This view of the philosophical enterprise seems to dovetail with those voiced in  Schiff er ( 2003  ),  Pettit 

( 2004  ), and Brandom (2009: Chs. 4 and 5); see also  Johnston ( 1993  ).  
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 These views on philosophy and inconsistent concepts fi t well with a dynamic philo-

sophical method, which some have called  conceptual engineering .   9    A precursor to this kind 

of philosophical project goes by the name of  explication , and was popularized by Rudolph 

Carnap; it involves taking a more or less fuzzy intuitive concept and providing a more 

precise replacement for it.   10    Like Carnap, instead of sitting back and analyzing our con-

cepts, as many analytic philosophers still do, I prefer to engage in the hard work of 

improving them. However, there are many other kinds of conceptual engineering 

besides explication. One can identify a conceptual confusion, where someone assumes 

that one coherent concept can do a certain job, but it actually requires two or more (e.g., 

the concept of mass as it occurs in Newtonian mechanics, which I discuss in  Chapter  2  , 

is confused). Conversely, there can be cases where we assume that two distinct concepts 

can do two distinct jobs, but it turns out that these jobs are interrelated in an unforeseen 

way, which requires a single coherent concept; there is no name for this phenomenon, 

but we might call it conceptual  confi ssion  (e.g., the concepts of space and time as they 

occur in Newtonian mechanics get replaced by a single concept, spacetime). And there 

are others as well. 

 The very idea that our concepts might need improving is hard for some to accept. 

Nevertheless, I think a good case can be made that we encounter inconsistent concepts 

pretty frequently and we alter our conceptual scheme in response to them. The result is 

a conceptual revolution and a new conceptual scheme that can then be used and devel-

oped and pushed until some other part shows itself to be in need of improvement.   11    

The philosophical method of conceptual engineering and the idea that philosophy is the 

study of inconsistent concepts go hand in hand. This work is an illustration of how to do 

philosophy in this way.  

     0.1.3  Six philosophical methods   

 Analytic philosophy goes through stages of being obsessed with its own methodology; it 

is currently in the midst of one of these stages. Although defending a particular philo-

sophical method is well beyond the scope of this book, a brief look ought to help orient 

the reader. It seems that there are at least the following six major kinds of philosophical 

methods being practiced at present.   12    

     1.   Conceptual analysis  is specifying illuminating a priori or analytic connections between 

some concept and other concepts. Often it is seen as doing even more: specifying the 

conceptual constituents of some complex concept. For example, a conceptual analysis 

    9   Robert  Brandom ( 2001  ) and Simon  Blackburn ( 2001  ) each use this term.  

    10   Carnap (1950).  

    11   This talk of conceptual schemes should be taken with requisite care given the work on the scheme/

content dualism by Davidson (1974a); see also  Child ( 1994  ),  McDowell ( 1999  ), and Davidson (1999b).  

    12   This classifi cation is very rough—the list is not exhaustive and the descriptions are in no way defi nitive; 

see the cited works for more detailed treatments.  
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of the concept of bachelor might be that bachelors are unmarried adult human males. In 

this case, it seems as though the concept  analyzed is more complex than the concepts 

used in the analysis. However, one need not adhere to this basic/complex view of analy-

sis. Conceptual analysis came in for some blistering attacks in the mid-twentieth cen-

tury,   13    but despite that, it is still dominant in analytic philosophy, which is so-named 

because of this methodology.   14     

   2.   Reductive explanation  is explaining some phenomenon by appeal to a diff erent 

and usually better-understood kind of phenomena. In reductive explanation, the 

explanandum (i.e., the item to be explained) is wholly subsumed under the explanans 

(i.e., the items in terms of which it is explained). For example, reductive naturalism is a 

particularly popular kind of reductive explanation according to which every genuine 

phenomenon can be reduced to the phenomena studied by the hard sciences (and often 

to fundamental physics). Reductive naturalists hold that all genuine phenomena are, at 

root, physical phenomena. This includes consciousness, moral properties, mental states, 

and so on. There are versions of reductive explanation that are not naturalistic; for exam-

ple, reductive phenomenalism reduces all genuine phenomena to experience.   15    The 

reduction of all genuine phenomena to the explanans class can be accomplished by 

 translation  (e.g., a reductive naturalist might say that all claims about legitimate phenom-

ena can be translated into the vocabulary of particle physics), but it need not; a laxer 

reductive explanation appeals to  a priori entailment  instead of translation (e.g., a reductive 

naturalist of this stripe might claim that all true claims about legitimate phenomena are 

entailed a priori by true claims about the nature and behavior of fundamental parti-

cles).   16    The former is closely connected to conceptual analysis, while the latter is less 

demanding.   17     

   3.   Quietism  is a method that avoids proposing and defending philosophical theories, 

and instead sees philosophical problems as the result of confusions that are often caused 

by misunderstanding language. The quietist attempts to rephrase or reformulate com-

mon-sense ideas (or perhaps just remind us of things we already knew) in a way that 

exposes the mistake and allows those taken in by the problem to see it as a pseudo-

problem. There are probably two strands of quietism. The fi rst consists of the ordinary 

language philosophers, like Gilbert Ryle, P. F. Strawson, and J. L. Austin; Charles Travis is 

    13    see Quine (1951,  1960  ),  Putnam ( 1962 ,  1971 ,  1975  ), and  Kripke ( 1972  ) for examples.  

    14   The most infl uential contemporary defense of conceptual analysis is certainly  Jackson ( 1997  ); see also 

 Lewis ( 1994  ),  Jackson ( 2001a ,  2001b  ),  Balog ( 2001  ),  Stich and Weinberg ( 2001  ), Stalnaker (2001),  William-

son ( 2001 ,  2008  ), and  McGinn ( 2011  ).  

    15    see Carnap ( 1928  ), Quine (1951), and  Sellars ( 1963  ) for more on phenomenalism.  

    16   Even weaker reductions are familiar as well; e.g., the technical relation of supervenience is sometimes 

used.  

    17   See the papers in  Hohwy and Kallestrup ( 2008  ) on reductive explanation;  see Chalmers ( 2012  ) for 

more on the “apriori entailment” version of reductive explanation. See also  Block and Stalnaker ( 1999  ), 

 Chalmers and Jackson ( 2001  ), and  Gertler ( 2002  ) on conceptual analysis and reductive explanation. See the 

papers in de  Caro and Macarthur ( 2004  ) for criticism of reductive naturalism.  
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a contemporary philosopher pursuing something like this project.   18    The other strand is 

heavily infl uenced by the later work of Ludwig Wittgenstein; John McDowell is proba-

bly the best-known contemporary practitioner.   19     

   4.   Experimental philosophy  is new on the scene; although it has historical precursors,   20    

in its current form it is just a decade or so old. Experimental philosophy eschews the 

kind of armchair refl ection and appeals to intuitions that other philosophical methods, 

especially conceptual analysis, take to be essential to doing philosophy. Instead, experi-

mental philosophy advocates conducting surveys of non-philosophers’ intuitions on issues 

of current interest in philosophy (e.g., infl uential thought experiments). From these results 

an experimental philosopher constructs a psychological theory about the source of 

those intuitions, and that theory is then used to support or attack various philosophical 

views that depend on those intuitions. Attitudes toward this new methodology run the 

gamut from adoration to disdain.   21     

   5.   Analytic pragmatism , like experimental philosophy, is a reaction against conceptual 

analysis and reductive explanation, but it seeks a synthesis of the latter two methods with 

the insights of Wittgenstein, Wilfrid Sellars, and the classical pragmatists. Instead of 

emphasizing the relations between sets of concepts on which conceptual analysis or 

reductive explanation focuses, analytic pragmatism looks to relations between how 

words are used and the concepts those words express. The goal of an analytic pragmatist 

project is to specify relations between the concepts used to describe how some words 

are used and the concepts those words express. Although there are plenty of precursors, 

analytic pragmatism as a philosophical methodology is new, and its primary expositor 

and defender is Robert Brandom.   22     

   6.   Methodological naturalism , as a philosophical method, is dramatically diff erent from 

reductive naturalism, which is a kind of reductive explanation.   23    Methodological natu-

ralists emphasize the similarity or continuity between science and philosophy; they sug-

gest that philosophical problems should be approached by using the methods of the 

sciences and that philosophical theories should, like scientifi c theories, not only off er 

    18    See Ryle ( 1931 ,  1949  ),  Strawson ( 1950 ,  1959  ),  Austin ( 1959  ), and  Travis ( 2008  ); see also  Chalmers 

( 2011  ) and  Baz ( 2012  ).  

    19    See Wittgenstein ( 1953  ),  Malcolm ( 1959  ), and  McDowell ( 1994 ,  2009  ). See also  Zangwell ( 1992  ), 

 Wright ( 1992  :  Ch.  6  , 1998),  Pettit ( 2004  ),  Rorty ( 2007  ), and  Kuusela ( 2008  ) for discussion of quietism. Note 

that the term ‘quietism’ has come to have a negative connotation in the hands of philosophers like Black-

burn (see his 1998); for this reason, one might prefer the term ‘therapeutic’. However, I intend no such 

implication.  

    20    Naess ( 1938  ) for example, which bears particular relevance to the topic of this book.  

    21   See the papers in  Knobe and Nichols ( 2008  ) for more on experimental philosophy; see also  Cappelen 

( 2012  ) and  Alexander ( 2012  ).  

    22   See Brandom (2008, 2011) for the presentation of analytic pragmatism. I take the projects in  Kripke 

( 1982  ), Davidson (2001),  Stanley ( 2005  ),  Kukla and Lance ( 2009  ), and  Cappelen and Hawthorne ( 2009  ) to 

be instances of analytic pragmatism.  

    23   The qualifi er ‘as a philosophical method’ is meant to distinguish it from the view in philosophy of sci-

ence, which sometimes goes under the same name, that one of the criteria for science is that it rejects 

supernatural explanations.  
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explanations, but be empirically testable. Beyond that, there is very little agreement on 

how to pursue methodological naturalism.   24         

     0.1.4  Metrological naturalism   

 The positive view of truth I off er is not an instance of conceptual analysis, reductive 

explanation, quietism, or experimental philosophy. One can think of it as a work of ana-

lytic pragmatism in the sense that I look to our use of ‘true’ and general features of lin-

guistic practice, focusing especially on what linguists say about communication as a 

condition of adequacy on a theory of truth. However, that still leaves us short of a theory 

of truth in any ordinary sense. One might say that once the use has been described, that 

is all there is to do, but I reject that conclusion entirely. 

 It is most accurate to say that the methodology in this book is a specifi c type of meth-

odological naturalism—in particular, it is  metrological naturalism .   25    I take it that this is 

Donald Davidson’s methodology, despite the fact that he never explicitly defends it or 

even articulates it as such.   26    This version of methodological naturalism is informed by 

measurement theory, which is the study of how formal and mathematical structures 

apply to the physical world. I like to think of measurement theory as somewhat analo-

gous to set theory, but for science—it serves as an all-purpose background theory for 

science in the way that set theory serves as an all-purpose background theory for math-

ematics.   27    What I call a  measurement system  is composed of three structures and the links 

between them: a physical structure, which includes the phenomenon to be explained; 

a relational structure, which is an idealized theory of the phenomena in question; and a 

mathematical structure. The links between the physical structure and the relational 

structure on the one hand and the links between the relational structure and the math-

ematical structure on the other allow one to apply the mathematical structure to the 

physical phenomena ( see Figure  1  ). According to metrological naturalism, a philosoph-

ical theory of X should be cast as a measurement system for X. That is exactly what I do 

for truth.   28       

 This kind of methodological naturalism fi ts well with conceptual engineering and a 

view of philosophy as the study of inconsistent concepts. Trying to arrive at a measurement 

system for truth shows us that truth is an inconsistent concept, and, moreover, it points the 

way toward its replacements. The theory of the replacements is cast as a measurement 

    24    See Papineau ( 2007  ) for an overview of methodological naturalism.  See Wilson ( 2006  ) and  Maddy 

( 2007  ) for examples. See also  Price ( 2010  ) for what he calls subject naturalism, which I take to be very similar. 

See the papers in Braddon-Mitchell and Nola (2009) for a discussion of the relation between conceptual 

analysis and naturalism.  

    25   ‘Metrological’ means  pertaining to measurement .  

    26   For some of Davidson’s remarks about measurement theory, see Davidson (1970: 220–1; 1997a: 130–2; 

1997b: 75; 1999a: 253). For background on measurement theory,  see Suppes et al. ( 1971  , 1989, 1990),  Narens 

( 2002 ,  2007  ), and  Ch.  7  .  

    27   The claim about set theory as a foundation for mathematics is controversial; nothing of substance turns 

on this analogy.  

    28   I present the details in  Ch.  7   that are relevant to understanding the view of truth I propose, but a full-scale 

development and defense of metrological naturalism will have to wait for another occasion.  
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 theory for those concepts. Then those concepts are employed by the measurement theory 

for truth. So metrological naturalism and conceptual engineering go hand in hand. I do 

not think this should come as a surprise, any more than the fact that physics and mechani-

cal engineering are a natural fi t.   

     0.2  Scope and organization   

 Chapter 1 is a brief survey of work on truth in the analytic tradition. The goal is to 

present a novel way of thinking about the literature rather than an introduction to the 

particular views out there, so it presupposes some familiarity with the contemporary 

discussion. I distinguish between theories of the nature of truth, philosophical 

approaches to the aletheic paradoxes, and logical approaches to the aletheic paradoxes. 

Logical approaches off er a mathematical model for our language and truth predicate, 

while philosophical approaches provide an empirical interpretation of the mathemati-

cal model. The distinction is new but without it one is likely to be confused about 

which theories are genuine rivals. Once these three types of theories are on the table, I 

consider combinations of philosophical approaches and logical approaches; then the 

focus turns to what I call  unifi ed theories of truth , which include a view on the nature of 

truth, a philosophical approach, and a logical approach as components. 

 In my view, truth is an inconsistent concept. Saying what that means is the job of 

 Chapter  2  , which explains the basics of inconsistent concepts. Chapters 3 and 4 include 

several arguments for the claim that truth is an inconsistent concept. The fi rst, which 

I call  the obvious argument , is the most intuitive and accessible. The other three arguments 

depend on considerations that arise in conjunction with revenge paradoxes, which are 
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ubiquitous and aff ect approaches to the aletheic paradoxes. In  Chapter  5  , I present some 

of the views that fall in the inconsistency tradition and argue that each one is unaccept-

able. The main point of this chapter is that an inconsistency approach to the aletheic 

paradoxes should off er replacements for truth. 

 We need to replace our inconsistent concept of truth with two concepts, which I call 

 ascending truth  and  descending truth . Not only do the replacement concepts perform the 

explanatory work we ask of truth, they avoid the paradoxes caused by truth as well. 

Moreover, one can use them as the basis for a theory of our inconsistent concept of truth 

itself. Thus, there are really two essential parts to the view I recommend. First, there is 

the prescriptive theory, which explains the replacement concepts. It says how we should 

expand our conceptual repertoire and provides reasons to think that this expansion will 

not just result in the same old problems we fi nd with truth. Second, there is the descrip-

tive theory, which explains our defective concept of truth—what principles it obeys and 

why it gives rise to paradoxes. One of the fundamental commitments of the entire 

project is that the descriptive theory should  not  appeal to the concept of truth; instead, it 

uses the replacement concepts. Accordingly,  Chapter  6   contains the prescriptive theory 

and explains how the replacement concepts work. This prescriptive theory amounts to 

a logical approach and a philosophical approach to the aletheic paradoxes.  Chapter  7   

presents a view on the nature of truth that is based on metrological naturalism. It intro-

duces some measurement theory and shows how to understand Davidson’s theory of 

truth in light of this material. Finally, it contains a metrological theory of ascending and 

descending truth.  Chapter  8   covers many of the issues that arise when one tries to 

replace a concept like truth that is so central to our way of thinking about ourselves, the 

world, and the relationship between them. In particular, it gives an overview of the rela-

tions among the concepts of ascending truth and descending truth and many of the 

concepts that are closely tied to truth, including validity, meaning, assertion, knowledge, 

predication, and reference. 

 The central claim of the  prescriptive  theory is that, for certain purposes, we ought to 

use two new concepts, ascending truth and descending truth, instead of truth.  Ascending 

truth  is like truth in that the inference from a declarative sentence p to ‘p is ascending 

true’ is valid. It diff ers from truth in that the inference ‘p is ascending true’ to p is not 

always valid (although it is valid for the vast majority of sentences).  Descending truth  is like 

truth in that the inference from ‘p is descending true’ to p is valid for any declarative 

sentence. However, it diff ers from truth in that the inference from p to ‘p is descending 

true’ is not always valid (although, again, it is valid for the vast majority of sentences). 

Together, ascending truth and descending truth can do the work we require of truth 

without giving rise to paradoxes of any kind. Moreover, the theory of ascending truth 

and descending truth is compatible with classical logic, and it imposes no expressive 

restrictions on the languages that contain ascending truth predicates and descending 

truth predicates. 

 Chapter 9 introduces the  descriptive  theory, on which a truth predicate of a natural 

language is assessment-sensitive, which means that it has the same content in every 
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context of utterance, but its extension (i.e., the set of things that are true) depends on 

a context of assessment. Contexts of assessment model situations in which a person 

interprets someone’s utterance. From diff erent contexts of assessment, the truth predi-

cate has diff erent extensions. The descriptive theory employs the concepts of ascend-

ing truth and descending truth, and they determine how the extension of the truth 

predicate varies across contexts of assessment. This assessment-sensitive theory of 

truth solves the aletheic paradoxes, it is compatible with classical logic and all the 

expressive resources we have in natural language, and it does not give rise to any new 

paradoxes.  Chapter  10   considers issues that arise for a language that has a truth predi-

cate, an ascending truth predicate, and a descending truth predicate. It also contains 

some objections and replies to the unifi ed theory of truth whose components are the 

prescriptive theory (consisting of the philosophical approach, logical approach, and 

metrological naturalism for ascending and descending truth from Chapters 6, 7, and 8) 

and the descriptive theory (consisting of the philosophical approach, logical approach, 

and metrological naturalism for truth from  Chapter  9  ). A brief  Conclusion  follows 

 Chapter  10  .         



   The literature on truth is vast and it is impossible to summarize in any kind of detail. 

Instead, in this chapter, and the rest of the book, I assume that the reader is familiar with 

the broad outlines of work on truth in the analytic tradition.   1    The goal of this chapter is 

to provide a novel structure for understanding this literature. It should also serve as a 

refresher for readers who might not remember some of these views and as an update for 

those who have not kept up. There are many good summaries of various parts of this 

material; however, there is no systematic overview of theories of the nature of truth 

together with approaches to the aletheic paradoxes. 

 Why bother rehashing the literature in this fi rst chapter? The following quote from 

Simon Blackburn sums up my motivation well: 

  I would prefer to introduce myself as doing conceptual engineering. For just as the engineer studies 

the structure of material things, so the philosopher studies the structure of thought. Understanding 

the structure involves seeing how parts function and how they interconnect. It means knowing 

what would happen for better or worse if changes were made. This is what we aim at when we 

investigate the structures that shape our view of the world. Our concepts or ideas form the mental 

housing in which we live. We may end up proud of the structures we have built. Or we may believe 

that they need dismantling and starting afresh. But fi rst, we have to know what they are.   2      

 This book engages in some heavy-duty conceptual engineering, but for it to be success-

ful, it is crucial to have a good grip on our current ways of thinking about truth. The 

reasons for the theory I propose and the way that theory is broken into parts depend on 

the classifi cation scheme given in this chapter. If this way of looking at the literature on 

truth already existed elsewhere, then I would have simply pointed the reader in its direc-

tion; alas, it does not. 

             1 

The Market   

    1   For overviews of work on the nature of truth, see  Kirkham ( 1995  ),  Walker ( 1997  ),  Künne ( 2003  ),  Candlish 

and Damnjanovic ( 2007  ), and Glanzberg (forthcoming b). For summaries of approaches to the aletheic para-

doxes, see  Sheard ( 1994  ),  Visser ( 2001  ), Beall (2006),  Leitgeb ( 2007  ), Field (2008a),  Cantini ( 2009  ), Halbach 

(2011), and Glanzberg (forthcoming b).  

    2    Blackburn ( 2001  : 1–2).  
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 Throughout this book, we will focus on the English adjective, ‘true’, its synonyms, and 

the expressions of other languages that have roughly the same meaning. However, like 

most words, ‘true’ is ambiguous or polysemous and we care about only one of its meanings: 

cases like ‘what Herschel said is true’ or ‘Albert’s theory is true’. ‘True’ can also be used to 

mean something like  genuine  (e.g., in ‘Milhouse is a true friend’) or something like  straight  

(e.g., in ‘the arrow’s fl ight was true’). It can also be used as a verb meaning  to level  or  to 

straighten , as in ‘the mechanic trued the bicycle wheel’). And it has other meanings as well. 

Here we focus on ‘true’ as it is applied to items with propositional content, like sentences, 

beliefs, and utterances. I call these words with this understood meaning  truth predicates . 

 We apply truth predicates to a dizzying array of objects: sentences, beliefs, proposi-

tions, utterances, theories, stories, songs, and probably many other things as well. This 

motley assortment poses a problem for philosophers and logicians because when one 

specifi es how a truth predicate functions, one has to make certain assumptions about the 

things that are true or false. The standard way to handle this problem is to specify pri-

mary truth-bearers and explain what it is for that kind of thing to be true; one then 

explains the truth of other kinds of things in terms of the truth of primary truth-bearers. 

It seems to me deciding on primary truth-bearers is not a pressing issue—very little 

hangs on this decision. Or, rather, this is the kind of decision to make after one has fi g-

ured out what to say about more important issues. Throughout the book I focus mostly 

on sentences and propositions, but I do not say much more about this topic. 

 Before presenting specifi c theories of truth, I would like to say a bit about terminol-

ogy. In particular, it is important to distinguish between a concept (i.e., truth), the associ-

ated predicate (i.e., ‘is true’) and singular term (i.e., ‘truth’), the associated property (i.e., 

being true), and the associated extension (i.e., the set of true things). A person  possesses  

the  concept  of truth, she  understands  the  predicate  ‘is true’ and the  singular term  ‘truth’, and 

she is a  competent user  of both these terms. Moreover, the concept of truth is  expressed by  

the predicate ‘is true’, which  applies to  the things in its  extension  and  signifi es  the  property  

of being true; in addition, the singular term, ‘truth’,  designates  the property of being true. 

Throughout the book, I use the preceding italicized words as technical terms. 

 This chapter is split into fi ve sections. The fi rst three cover distinct types of theories of 

truth: theories of the nature of truth, philosophical approaches to the aletheic paradoxes, 

and logical approaches to the aletheic paradoxes. The distinction between the last two 

categories is a novel aspect of this presentation.  Philosophical approaches  to the aletheic 

paradoxes do two things: they tell us something about the truth predicate of natural lan-

guage that is relevant to solving the aletheic paradoxes and they tell us something about 

the paradoxical truth-bearers and the paradoxical reasoning. Logical  approaches  specify 

principles truth predicates obey and logics that are compatible with these principles. The 

theories of truth off ered by logical approaches apply to certain artifi cial languages and 

these theorists use techniques from mathematical logic to investigate the properties of these 

theories and to prove things about them (e.g., consistency relative to a background math-

ematical theory). Although some philosophical approaches are designed to be paired 

with certain logical approaches, and vice versa, surprising combinations are  possible, and 
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 without adhering to this distinction, one is apt to make mistakes about which approaches 

are genuine rivals. The fourth section covers combinations of philosophical and logical 

approaches to the aletheic paradoxes. The fi fth section outlines what I call unifi ed theo-

ries of truth. A unifi ed theory of truth contains a theory of the nature of truth, a philo-

sophical approach to the paradoxes, and a logical approach to the paradoxes. It is my view 

that an adequate account of truth requires a unifi ed theory of truth.  

     1.1  Theories of the nature of truth   

 Most of the theories of the nature of truth off er analyses of the concept of truth. That is, 

they try to provide a defi nition of the word ‘true’. The following analyses have been the 

most infl uential over the past century or so: 

     1.   Correspondence : a bearer is true iff  it corresponds to reality. The correspondence 

might be singular (e.g., a sentence corresponds to a fact) or piecemeal (e.g., words 

of a sentence correspond to objects and properties). Correspondence theories 

continue to be popular and infl uential.   3     

   2.   Coherence : a bearer is true iff  it coheres with other bearers. Coherence is usually 

taken to entail at least consistency, but stronger notions involving explanation or 

justifi cation have been used. Although somewhat popular in the nineteenth cen-

tury, this view of truth has disappeared almost completely.   4     

   3.   Pragmatic : a bearer is true iff  it is prudent to have the belief associated with that 

truth-bearer. Prudence should be thought of as utility-based—it is prudent to 

have a belief just in case acting on that belief tends to satisfy the agent’s desires. 

William James proposed a version of this theory in the early twentieth century, 

but it has few if any contemporary defenders.   5     

   4.   Epistemic : a bearer is true iff  it would be justifi ed for an ideal rational agent in 

ideal epistemic circumstances. The key to an epistemic theory is giving an 

account of an ideal rational agent and ideal epistemic circumstances; also diff erent 

epistemic theories result from diff erent views on the nature of justifi cation. Epis-

temic theories were popular with early pragmatists and are currently advocated 

by many anti-realists.   6       

    3   See  Moore ( 1899  ),  Russell ( 1910  ),  Wittgenstein ( 1923  ),  Austin ( 1950  ), Davidson (1969), Field (1972, 

1973, 1974, 1986),  Armstrong ( 1973 ,  1997 ,  2004  ),  Devitt ( 1984  ),  Millikan ( 1986  ),  David ( 1994  ),  Fumerton 

( 2002  ),  Newman ( 2002  ),  Kitcher ( 2002  ),  Vision ( 2004  ), Englebretson (2006), and  Marino ( 2006 ,  2008  , 

2010). Identity theories of truth probably fi t best in this category; see  Cartwright ( 1987  ),  McDowell ( 1994 , 

 2009  ),  Dodd ( 1995 ,  1996 , 1999,  2000 ,  2008  ), and  Hornsby ( 1997 ,  2005  ).  

    4   See  Jocahim ( 1906  ),  Bradley ( 1914  ),  Blanshard ( 1939  ),  Dauer ( 1974  ),  Young ( 1995 ,  2001  ), da  Costa, 

Bueno, and French ( 2005  ),  Dorsey ( 2006  ), and  Thagard ( 2007  ).  

    5   See  James ( 1907 ,  1909  ). Other pragmatists (e.g., Peirce, Dewey, Putnam, Rorty, and Brandom) endorse 

views of truth that are better classifi ed as epistemic theories or defl ationist theories.  

    6   See  Peirce ( 1877 ,  1878  ),  Dummett ( 1959 ,  1978 ,  1999  , 2002),  Habermas ( 1973 ,  2003  ),  Rosenberg 

( 1974  ),  Putnam ( 1981  ),  Tennant ( 1997  ),  Misak ( 2004  ), and  Almeder ( 2010  ).  
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 In addition to these analyses of truth, there are the following theories whose proponents 

deny that truth can be defi ned but still off er what they take to be illuminating things to 

say about truth:

     5.   Defl ationary : truth is not a substantial notion and has no analysis. Instead, truth 

predicates play an important expressive role in our linguistic practice. Most defl a-

tionists also think that a principle, known as Schema T, is central to a philosophi-

cal explanation of truth: b is true iff  ϕ. In this schema, ‘b’ is a name or description 

of a truth-bearer, and ‘ϕ’ is a schematic sentential variable—it serves as a place-

holder for a sentence that translates the content of b into the language used to 

formulate Schema T. In addition, defl ationists often deny that truth should play 

any explanatory role whatsoever. There are fi ve main versions of defl ationism: 

 aletheic expressivism  (prima facie truth attributions are not assertions and do not 

purport to represent the world—instead they express commitments of the 

speaker),  prosententialism  (sentences containing ‘true’ inherit their content ana-

phorically from sentences that do not contain ‘true’),  disquotationalism  (sentences 

are primary truth-bearers and the sentential T-sentences for a language character-

ize that language’s truth predicate),  minimalism  (propositions are primary truth-

bearers and the propositional T-sentences characterize the concept of truth), and 

 inferentialism  (instead of Schema T, the truth predicate is governed by the infer-

ence rule that p follows from ‘p is true’ and vice versa). Defl ationism is currently 

a very popular research program.   7     

   6.   Modest : ∀x (x is true iff  ∃ϕ (x = 〈ϕ〉 and ϕ)). In this formulation ‘ϕ’ is a bindable 

sentential variable and ‘〈ϕ〉’ is a name for whatever sentence takes the place of 

‘ϕ’.   8    Modest theories do not off er analyses of truth, but they are stronger than 

defl ationist theories. This is a minority position that has yet to be developed in 

much detail or attract much secondary literature.   9     

   7.   Pluralist : the concept of truth is characterized by a group of platitudes, but the 

property of being true might diff er from discourse to discourse. Aletheic plural-

ism is relatively new on the scene, and it seems to have two primary defenders: 

Crispin Wright (who claims that truth predicates signify diff erent properties in 

diff erent discourses) and Michael Lynch (who claims that there is only one

    7   For aletheic expressivism, see Ayer (1936),  Strawson ( 1950  ),  Kraut ( 1993  ), Price (2003),  Richard ( 2008  ), 

and  Schroeder ( 2010  ). For prosententialist theories, see C.  Williams ( 1969  ),  Grover, Camp, and Belnap ( 1975  ), 

 Brandom ( 1994  ), and  Lance ( 1997  ). For disquotational theories, see  Quine ( 1970  ),  Leeds ( 1978  ), M.  Williams 

( 1986  ),  McGee ( 1993  ), Field (1994a), Halbach (2002), and Beall (2009). For minimalist theories, see  Ramsey 

( 1926  ),  Horwich ( 1998 ,  1999 ,  2001  ),  Soames ( 1999  ), and  Hill ( 2002  ). For an inferential theory, see  Horsten 

( 2009 ,  2011  ). Other defl ationists that are not as easy to classify include  Burgess ( 1997  ),  Blackburn ( 1998  ), 

 McGrath ( 2000  ), Woodbridge (2006),  Kölbel ( 2008  ), and  Ebbs ( 2009  ).  

    8   Bindable sentential variables and schematic sentential variables are diff erent, but I use lowercase Greek 

letters for both and let the reader disambiguate.  

    9   See  Carnap ( 1942  : 187),  Kneale ( 1972  ),  Mackie ( 1973  ),  Alston ( 1996  ), and  Künne ( 2003  ). It seems to 

me that the theory presented in  Gupta and Belnap ( 1993  ) should be classifi ed as a modest theory as well.  
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 property of being true, but it can be instantiated by diff erent underlying 

properties).   10     

   8.   Davidsonian : the concept of truth is characterized by an axiomatic theory (Dav-

idson prefers a Tarskian axiomatic theory) and that theory is given empirical 

interpretation as part of an overall theory of a rational agent’s beliefs, desires, and 

meanings. Davidson’s views on the relation between truth and meaning have 

been very infl uential, but defenders of his views on what constitutes an accept-

able theory of truth are hard to fi nd.   11    This book endorses something like a 

Davidsonian view on the nature of truth in Chapters 7 and 9.    

 There are, of course, views about the nature of truth that do not fi t nicely into this rough 

classifi cation, so these eight categories should not be taken to be exhaustive.   12    In addi-

tion, some philosophers endorse theories that straddle two of these categories, so they 

should not be taken to be exclusive either.   13    Nevertheless, they seem to me to do a good 

job of carving the literature at its joints. 

 One thing to note about those theories seeking to analyze truth is that they can be 

cast in less controversial terms. For example, one might deny that truth claims can be 

analyzed (i.e., translated) into claims about justifi cation by ideally rational agents, but 

accept that truth can be reductively explained in terms of justifi cation by ideally rational 

agents. After all, reductive explanations are supposed to be considerably weaker than 

analyses. Wolfgang Künne’s analytical framework helps illuminate the options on this 

front. Theories in the fi rst four categories off er something like the following universally 

quantifi ed biconditional: 

  For all x, x is true iff  x is F.   

 Künne suggests the following fi ve options for interpreting this claim:

     (i)  ‘is F’ expresses a concept  coextensive  with the concept of truth (same extension).  

   (ii)  ‘is F’ expresses a concept  necessarily coextensive  with the concept of truth (same 

intension).  

   (iii)  ‘is F’ expresses a concept that  can be known a priori to be coextensive  with the con-

cept of truth (same intension).  

   (iv)  ‘is F’ expresses a concept that  is self-evidently coextensive  with the concept of 

truth (same intension).   14     

   (v)  ‘is F’ expresses a concept that  is identical  to the concept of truth (same sense).    

    10   See  Wright ( 1992 ,  2003  ),  Lynch ( 2009  ), and the papers in Pederson and Wright (forthcoming).  

    11   See Davidson (1990) for what is probably the most comprehensive presentation of his theory of truth. 

See also M.  Williams ( 1999  ),  Lepore and Ludwig ( 2005  ), and Patterson (2010).  

    12   For example, Frege’s views are hard to classify in any of these categories. See  Frege ( 1918  ).  

    13   For example, M.  Williams ( 1999  ) endorses a combination of defl ationism and a Davidsonian theory.  

    14   Two predicates express self-evidently coextensive concepts iff  nobody who fully understands them can 

believe that one of them applies to (does not apply to) a certain entity x without believing that the other 

one applies to (does not apply to) x.  
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 Satisfying condition n is necessary but not suffi  cient for satisfying condition n+1.   15    

Option (v), the strongest reading, is the one on which a theory of truth off ers an analysis 

of the concept of truth. The other four are less demanding and, thus, can be thought of 

as alternative readings of theories of truth. Option (i) is hardly demanding at all, requir-

ing only a concept that happens to apply to all and only true truth-bearers. Options (ii), 

(iii), and (iv) are more strict and demand a predicate with the same extension as truth in 

all possible worlds. Options (iii) and (iv) impose additional epistemic constraints as well.  

     1.2  Philosophical approaches   

 This section surveys philosophical views of how truth predicates of natural language 

work in light of the aletheic paradoxes, while the next summarizes the logico-math-

ematical technical apparatuses that are used to model natural-language truth predicates 

and the principles governing them. Let us begin with a quick overview of the aletheic 

paradoxes. A  paradox  is some reasoning that begins with intuitively acceptable assump-

tions and proceeds via intuitively acceptable steps, but arrives at an intuitively unaccept-

able conclusion. A crucial component in understanding the aletheic paradoxes is 

appreciating precisely which principles are at work. The most common are the follow-

ing (I refer to these throughout the book as the  primary aletheic principles ): 

  (T-In) If ϕ then 〈ϕ〉 is true. 

 (T-Out) If 〈ϕ〉 is true, then ϕ. 

 (Sub) If 〈ϕ〉 = 〈ψ〉, then 〈ϕ〉 is true iff  〈ψ〉 is true.   

 In the formulation of these principles, ‘ϕ’ and ‘ψ’ are being used as schematic sentential 

variables. 

 (T-In) and (T-Out) are intuitively acceptable simply because it would be very strange 

to assert some sentence and also assert that it is not true; likewise, it would be rather odd 

to assert that some sentence is true, but deny that sentence itself. (Sub) is just a principle 

that seems to hold of any genuine predicate—to deny it would be to say that a single 

bearer could be true when called by one name and false when called by another. 

 Of the aletheic paradoxes, the liar paradox is certainly the oldest and most familiar. It 

has been known in one form or another for millennia. Epimenides is thought to have 

come up with one version around 600  bce , but the most common formulation is proba-

bly due to Eubulides (around 300  bce ). One instance concerns the following sentence: 

   (1)  (1) is not true.   

 Using some logic and the primary aletheic principles, we can derive that (1) is true and 

(1) is not true:   16   

    15    Künne ( 2003  : 25–7).  

    16   For perspicuity, I have suppressed some steps (e.g., step 3 comes by  modus ponens  from an instance of 

(T-Out) and step 2).  
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     1.  (1) is true [assumption for  reductio ]  

   2.  ‘(1) is not true’ is true [(Sub) from 1]  

   3.  (1) is not true [(T-Out) from 2]  

   4.  ⊥ [conjunction introduction from 1, 3]  

   5.  (1) is not true [ reductio  from 1–4]  

   6.  ‘(1) is not true’ is true [(T-In) from 5]  

   7.  (1) is true [(Sub) from 6]  

   8.  ⊥ [conjunction introduction from 5, 7]    

 There are many sentences that can be used in place of (1) (e.g., ‘(1) is false’, ‘the negation 

of (1) is true’, etc.), and many ways of reasoning to the unacceptable conclusion.   17    

 Curry’s paradox focuses on conditional sentences. Consider the sentence:

   (2)  If (2) is true, then 0 = 1.   

 Using some logic and the primary aletheic principles, we can derive ‘0 = 1’ as follows:

     1.  (2) is true [assumption for conditional proof]  

   2.  ‘if (2) is true, then 0 = 1’ is true [(Sub) from 1]  

   3.  If (2) is true, then 0 = 1 [(T-Out) from 2]  

   4.  0 = 1 [ modus ponens  from 1, 3]  

   5.  If (2) is true, then 0 = 1 [conditional proof from 1–4]  

   6.  ‘if (2) is true, then 0 = 1’ is true [(T-In) from 5]  

   7.  (2) is true [(Sub) from 6]  

   8.  0 = 1 [ modus ponens  from 5, 7]    

 One could replace ‘0 = 1’ with any absurd claim; the point is that using the truth princi-

ples above and logic, one can derive anything by refl ecting on sentences like (2).   18    

 Yablo’s paradox concerns a sequence of sentences instead of just a single sentence. 

Consider the sequence of sentences:

  (3.0) For k>0 (3.k) is not true. 

 (3.1) For k>1 (3.k) is not true. 

 (3.2) For k>2 (3.k) is not true. 

  . . .    

 Each one of the sentences in this sequence says that all the ones that come after it are not 

true. Using some logic and the truth principles, we can derive a contradiction as follows:

    17   Although some version of each of the three aletheic principles is needed, the logical principles involved can 

be varied considerably (there are intuitionistic versions, relevant versions, etc.). These issues are treated below.  

    18   See  Curry ( 1942  ); see  Beall ( 1999  ), Field (2008a), Restall (2008), and Beall and Murzi (forthcoming) 

for discussion.  
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     1.  ∃k≥0, (3.k) is true [assumption for  reductio ]  

   2.  (3.n) is true [existential instantiation from 1; ‘n’ is a name]  

   3.  ‘∀k>n, (3.k) is not true’ is true  [(Sub) from 2]  

   4.  ∀k>n, (3.k) is not true [(T-Out) from 3]  

   5.  (3.n+1) is not true [universal instantiation from 4]  

   6.  ∀k>n+1, (3.k) is not true [arithmetic from 4]  

   7.  ‘∀k>n+1, (3.k) is not true’ is true [(T-In) from 6]  

   8.  (3.n+1) is true [(Sub) from 7]  

   9.  ⊥ [conjunction introduction from 5, 8]  

   10.  ∀k≥0, (3.k) is not true. [ reductio  from 1–9]  

   11.  (3.0) is not true [universal instantiation from 10]  

   12.  ∀k>0, (3.k) is not true [arithmetic from 10]  

   13.  ‘∀k>0, (3.k) is not true’ is true [(T-In) from 12]  

   14.  (3.0) is true [(Sub) from 13]  

   15.  ⊥ [conjunction introduction from 11, 14]    

 Notice that none of the sentences in the sequence is self-referential—they refer only to 

later sentences in the sequence.   19    There is some disagreement about whether Yablo’s 

 paradox  really  involves self-reference or not; I do not take this to be a signifi cant issue.   20    ,     21    

 For the purposes of assessing work on the paradoxes, I fi nd it quite helpful to get 

straight on the multiple problems they pose and the variety of projects that one can 

undertake in addressing them. The fi rst problem, which I will call  the derivation problem , 

concerns the fact that one can derive contradictions from seemingly impeccable 

assumptions via seemingly unimpeachable inference rules. It seems obvious that the 

primary aletheic principles are true, that contradictions are not true, and that valid infer-

ence rules preserve truth; thus, it seems that there must be some fault in the derivations 

associated with the paradoxes. However, the problem, if there is one, has been exceed-

ingly diffi  cult to fi nd. A solution to the derivation problem would be an account of 

what is wrong with the derivations associated with the aletheic paradoxes. 

 The aletheic paradoxes pose a major problem for anyone engaged in interpretation, 

which is the practice of determining what something or someone means or thinks. The 

problem is that the principles involved in the derivation of the aletheic paradoxes are part 

of any plausible theory of a language containing a truth predicate and part of any plausible 

theory of mental states for someone possessing the concept of truth. Therefore, an inter-

preter who attempts to characterize a language that contains a truth predicate by  specifying 

    19    Yablo ( 1993c  , 2004). See also  Ketland ( 2005c  ) for a consistent but ω-inconsistent version.  

    20   See  Priest ( 1997  ), Sorenson (1998),  Beall ( 2001a  ),  Leitgeb ( 2002  ),  Cook ( 2006  , 2009) and  Schlenker 

( 2007  ).  

    21   There are many other paradoxes associated with truth not fortunate enough to have names. I mention 

some in  Ch.  6  .  
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the meanings of its sentences ends up accepting contradictions. Consequently, any plausi-

ble theory of language or thought turns out to be inconsistent when paradoxical items are 

present. The problem is exacerbated by the fact that many theories of language and 

thought appeal to the concept of truth; indeed, one of the most important and infl uential 

of these theories implies that the meaning of a sentence or the content of a belief deter-

mines its truth conditions (i.e., the conditions under which it is true). It is disturbing that 

many theories of language and thought attempt to characterize a paradoxical subject mat-

ter using the same concept that generates the paradoxes. Further, this problem occurs  even 

for theories that do not appeal to truth at all —as long as paradoxical truth-bearers are in their 

domain, there is a serious problem. I call this the  interpretation   problem . 

 Finally, the paradoxes pose a problem for the coherence of our conceptual scheme. 

Many agree that truth is one of the most important and fundamental concepts we have. 

Moreover, the primary aletheic principles that lead to paradox are absolutely basic to the 

concept of truth; they are principles we rely on in the paradigmatic cases where we use 

the concept. Further, the logical principles involved in the paradoxes are basic to the 

way we reason, and we rely on them in not just everyday reasoning, but in scientifi c and 

mathematical reasoning as well. Thus, there does not seem to be an easy way (or even a 

radically complex way) to solve either of the previous two problems without drastically 

altering our linguistic and conceptual practice. Perhaps the root of the derivation prob-

lem and the interpretation problem lies with inherent fl aws in our beliefs, our practice, 

or perhaps our concept of truth. I call this  the conceptual problem . A solution to it would 

be to either adopt the least damaging way to alter our practice so that paradoxical items 

are rendered benign or explain how we could rationally go on participating in problem-

atic practices, employing incoherent concepts, or adopting inconsistent beliefs. 

 To sum up, there are at least three problems posed by the aletheic paradoxes:

     (i)   The derivation problem : how can one derive a contradiction from what seem to 

be logical and conceptual truths?  

   (ii)   The interpretation problem : how can a language or a system of propositional atti-

tudes that contains all the ingredients for the aletheic paradoxes have intuitive 

semantic or pragmatic features?  

   (iii)    The conceptual problem : how can our conceptual scheme be coherent given that 

it contains all the ingredients for the aletheic paradoxes?    

 There are so many facets to the aletheic paradoxes and such a wide range of writings on 

them, that philosophers have spent some time refl ecting on the kinds of things one 

might be doing when writing about them. One obvious goal is to explain why they 

occur, which often takes the form of pointing an accusatory fi nger at one of the princi-

ples used to derive them; we can call this the  diagnostic project .   22    It off ers a solution to the 

derivation problem. 

    22   This term comes from  Chihara ( 1979  ).  
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 Another worthwhile project is to explain the semantic and pragmatic features of lan-

guages containing truth predicates and the semantic features of thoughts involving the 

concept of truth; this is often called the  descriptive project , and it targets the interpretation 

problem.   23    The descriptive project has several sub-projects. First, one might want a the-

ory that specifi es the semantic properties of truth predicates and sentences containing 

them that accords, as well as possible, with the intuitions of native speakers; call this the 

 semantic project . Second, one might want to explain how native speakers arrive at their 

intuitions about the semantic features of sentences containing truth predicates; call this 

the  psychological project .   24    Also, it turns out that approaches to the aletheic paradoxes have 

a great deal of trouble specifying, in the languages under consideration, the semantic 

features of sentences of those languages; it is very tempting to say “well, we just can’t say 

anything about that” when dealing with some aspect of the aletheic paradoxes. So, an 

important part of the descriptive project is showing how we can use the natural lan-

guage under consideration to characterize the semantic features of the sentences 

belonging to that very language. Call this the  exhaustive characterization project .   25    Finally, 

since natural languages seem to obey the logical principles involved in the paradoxes, 

and they have paradoxical sentences and truth predicates that seem to obey all the 

aletheic principles involved in the paradoxes, it is not at all clear how they avoid being 

trivial. A trivial language is one that has a trivial consequence relation (i.e., every sen-

tence follows from every set of sentences). Nevertheless, few things are as abhorrent as 

the idea that our natural language is trivial; so why is it not trivial? Answering this ques-

tion is pursuing the  non-triviality project .   26    So there are at least four parts to the descriptive 

project (i.e., solving the interpretive problem). 

 Since the paradoxes are caused by principles that almost anyone would accept (before 

realizing that they lead to contradiction), some philosophers advocate changing some 

aspect of our linguistic and cognitive practice in light of them. Some think we should 

change our logic; others say we should give up some deeply-held principle about truth; 

still others say we should replace our concept of truth with some other concept(s). 

These theorists are pursuing the  prescriptive project , which specifi es the changes we should 

make in our conceptual scheme.   27    The prescriptive project should ideally be paired with 

at least a rudimentary account of our linguistic and cognitive practice  as it is now , before 

the proposed change, but that does not always happen. A prescriptive project would 

off er a solution to the conceptual problem posed by the paradoxes.   28    

 To sum up, there are at least three main projects one might pursue in off ering an 

approach to the aletheic paradoxes:

    23   This term comes from  Gupta ( 1982  ) and  Yablo ( 1985  ).  

    24   This term comes from  Yablo ( 1985  ).  

    25   This term comes from Beall (2006).  

    26   This term comes from Beall (2006).  

    27    Gupta ( 1982  ) calls this the  normative project  and  Chihara ( 1979  ) calls it the  treatment project .  

    28   Another goal is to fi nd the most effi  cient and elegant ways of blocking aletheic paradoxes in artifi cial 

languages studied by mathematicians and logicians; this is the  preventative project  (the term comes from  Chi-

hara ( 1979  )). Since my main focus is natural language, I do not discuss this project.  
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     (i)   The diagnostic project : specify where the reasoning goes wrong in the aletheic 

paradoxes and explain why we have been fooled by the culprit for so long.  

   (ii)   The descriptive project : explain the content and use of truth-bearers that involve 

the concept of truth; it has several subprojects: 

    (a)    The semantic project : explain how to provide a semantics for a natural language 

that has all the ingredients for the aletheic paradoxes.  

   (b)    The psychological project : explain how users of a natural language attribute 

semantic properties to it.  

   (c)    The exhaustive characterization project : explain how to assign semantic proper-

ties to all the elements of a natural language by using that language.  

   (d)    The nontriviality project : explain why natural languages are not trivial.    

   (iii)    The prescriptive project : explain what changes we should make to our natural 

language and conceptual schemes in light of the aletheic paradoxes.    

 I use these terms (and those for the problems posed by the paradoxes) repeatedly 

throughout the rest of the book, and I use the generic term ‘approach’ for any attempt to 

pursue one of these projects. 

 Let us turn to the  philosophical  approaches to the aletheic paradoxes, which include: 

     1.   Monster-barring : it is illegitimate to use the sentences in the reasoning involved in 

aletheic paradoxes.   29    These approaches seek to fi nd something wrong with the 

paradoxical sentences themselves. There are several versions of this approach:  syn-

tactic  (paradoxical sentences are not syntactically well-formed),  semantic  (paradoxical 

sentences are meaningless),  pragmatic  (paradoxical sentences cannot be asserted), and 

 inferential  (paradoxical sentences cannot be supposed in hypothetical reasoning).   30     

   2.   Intensional : substitution of co-referring terms fails for truth predicates. That is, p 

and q are truth-bearers such that p = q, but p is true and q is not true.   31     

   3.   Epistemicist : one or more of the aletheic principles fail in each aletheic paradox, 

but we do not know which ones. This view is most closely associated with Paul 

Horwich but its most precise formulations are due to others on Horwich’s 

behalf.   32     

    29   The term ‘monster-barring’ was fi rst used in  Lakatos ( 1976  ), and Crispin Wright suggested it for these 

approaches (in conversation).  

    30   See  Jorgensen ( 1953 ,  1955  ) and  Kattsoff  ( 1955  ) for syntactic versions. See  Mackie and Smart ( 1953  , 

1954),  Ushenko ( 1955 ,  1957  ),  Skinner ( 1959  ),  Ziff  ( 1960  ),  Ross ( 1969  ),  Grover ( 1977  ),  Goldstein and 

 Goddard ( 1980  ),  Keene ( 1983  ),  Brandom ( 1994  ),  Armour-Garb ( 2001  ),  Sorensen ( 2001 ,  2005  ), Englebretsen 

(2006), and Armour-Garb and Woodbridge (forthcoming) for semantic versions. See  Prior ( 1958 ,  1961  ), 

 Richards ( 1967  ),  Martinich ( 1983  ),  Goldstein ( 1985 ,  1986a ,  1986b ,  1992 ,  1999 ,  2001 ,  2009  ), and  Kearns 

( 2007  ) for pragmatic versions. See  Greenough ( 2001  ) for an inferential version.  

    31    Skyrms ( 1970a ,  1970b  , 1984). See also  Woods ( 2002  ) for a similar view.  

    32   See  Horwich ( 1999 ,  2011  ), Armour-Garb and Beall (2005), and Restall (2005). See  Horwich ( 2005  ) 

on the ways his version of epistemicism diff ers from more familiar ones—e.g.,  Williamson ( 1994  ).  
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   4.   Ambiguity : truth predicates are ambiguous (i.e., they have diff erent meanings on dif-

ferent occasions of use), and the paradoxical reasoning is invalid by equivocation.   33     

   5.   Contextual : truth predicates (or sentences that contain them) are context-depend-

ent (i.e., they express diff erent contents on diff erent occasions of use), and the 

paradoxical reasoning is invalid because it violates the logic of indexicals.   34     

   6.   Circularity : truth predicates express circularly defi ned concepts, where a defi nition 

is circular if its defi niens occurs in its  defi niendum . The paradoxical reasoning is 

invalid because it violates the logic of circularly defi ned concepts.   35     

   7.   Indeterminacy : truth predicates exhibit indeterminacy, and the paradoxical reason-

ing is unsound because it violates the logic appropriate for indeterminacy.   36     

   8.   Inconsistency : truth predicates express inconsistent concepts (or render languages 

of which they are constituents inconsistent). Often these views take truth’s con-

stitutive principles to entail contradictions. There are two main varieties:  dialetheic  

(the paradoxical reasoning is sound and paradoxical sentences are both true and 

not true), and  non-dialetheic  (the paradoxical reasoning is unsound because one of 

the principles involved is constitutive but not true).   37    This book off ers a non-

dialetheic inconsistency approach.    

 Again, this classifi cation is not exhaustive, but it seems to me that the bulk of the work 

that falls under philosophical approaches to the paradoxes fi ts into one of these eight 

categories.   38    Also, one should be aware that since Tarski, the vast majority of philosophi-

cal approaches focus exclusively on language-specifi c truth predicates (which I call  LS 

truth predicates  from here on), like ‘true-in-English’. An LS truth predicate applies only 

to sentences of a particular language, with the assumption that sentences are individu-

ated coarsely. We will see that LS truth predicates play a crucial role in the standard 

response to revenge paradoxes (in  Chapter  4  ). Anyone who off ers a theory of truth that 

takes LS truth predicates as its primary explanandum owes us a story about how they 

relate to natural-language truth predicates. I argue in  Chapter  4   that the stories off ered 

so far are inadequate.  

    33    Kripke ( 1975  ) calls this the orthodox approach when paired with a Tarskian hierarchy as the logical 

approach. He attributes it to  Parsons ( 1974  ). See also  Williamson ( 2000b  ).  

    34   See  Parsons ( 1974  ),  Thomason ( 1976  ),  Burge ( 1979  ),  Barwise and Etchemendy ( 1987  ),  Gaifman ( 1992  ), 

 Simmons ( 1993  ), Glanzberg (2004),  Berk ( 2004  ),  Gauker ( 2006  ), and L.  Shapiro ( 2006  ).  

    35   See  Gupta and Belnap ( 1993  ).  

    36   See van  Fraassen ( 1968  ),  Kripke ( 1975  ),  McGee ( 1991  ),  Weir ( 1996  , 2005),  Soames ( 1999  ),  Maudlin 

( 2004  ), Field (2008a),  Feferman ( 2008  ),  Horsten ( 2009 ,  2011  ),  Roeper ( 2010  ), and Tennant (MS2). It seems 

to me that Cook (2008) and  Schlenker ( 2011  ), which emphasize indefi nite extensibility, fi t best in this cat-

egory as well.  

    37   For dialetheic examples, see  Asenjo ( 1966  ),  Priest ( 1979  , 2006a), and Beall (2009); for the others, 

see  Chihara ( 1979  ),  Yablo ( 1993a ,  1993b  ), Ludwig (2001),  Eklund ( 2002a ,  2002b ,  2005 ,  2007  , 2008a, 

2008b),  Ray ( 2002  ),  Patterson ( 2006  ), A.  Burgess ( 2006  ),  Badici and Ludwig ( 2007  ), and  Scharp ( 2007  , 

2008).  

    38   For example, Hofweber (2008, 2010) is hard to classify, as is  Greenough ( 2011a  ).  
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     1.3  Logical approaches   

 We classify logical approaches to the aletheic paradoxes by particular combinations of 

aletheic principles and logical principles.   39     The aletheic principles are: 

  (T-In) If ϕ, then 〈ϕ〉 is true. 

 (T-Out) If 〈ϕ〉 is true, then ϕ. 

 (T-Intro) ϕ ⊢ 〈ϕ〉 is true.   40    

 (T-Elim) 〈ϕ〉 is true ⊢ ϕ.   

 The diff erence between these principles is crucial. The  conditional  principles, (T-In) and 

(T-Out), are stronger than the  inferential  principles, (T-Intro) and (T-Elim), although 

they are equivalent in logical systems for which one can prove a deduction theorem 

(e.g., those that allow conditional proof and  modus ponens , like classical logic).   41    

 The logics are harder to describe, but there are fi ve main options: 

     (i)   Classical logic , which has all the standard introduction and elimination rules for 

each connective plus the meta-rules and the structural rules for derivability.   42    ,     43     

    39   This classifi cation scheme is found in Field (2008a) except for the categories of classical symmetric and 

substructural.  

    40   ‘⊢’ is a derivability connective. ‘ϕ ⊢ ψ’ says that ψ is derivable from ϕ.  

    41   I have found that there is considerable confusion over (T-Intro) and (T-Elim). In a natural deduction 

system, these are inference rules, and can be used in categorical or hypothetical settings (i.e., reasoning under 

assumptions). There are two similar rules: 

 (T-Enter) If ⊢ ϕ, then ⊢ 〈ϕ〉 is true. 

 (T-Exit) If ⊢ 〈ϕ〉 is true, then ⊢ ϕ. 

 These are derivability rules. One cannot use (T-Enter) to derive that p is true from p in hypothetical settings. 

These rules may be used only in categorical settings (i.e., reasoning from proven claims). Unfortunately, 

Friedman and Sheard (1987) use the terms ‘(T-Intro)’ and ‘(T-Elim)’ for these derivability rules. However, it 

makes much more sense to use these terms for the unrestricted introduction and elimination rules (analo-

gous to the introduction and elimination rules for the logical connectives). In sum, the conditional state-

ments, (T-In) and (T-Out) are the strongest, the inference rules, (T-Intro) and (T-Elim) are weaker (in some 

non-classical logics), and the derivability rules, (T-Enter) and (T-Exit), are the weakest.  

    42   The usual meta-rules are: 

 (~-Intro) ϕ ⊢ ψ∧~ψ 

   —————— 

   ⊢ ~ϕ 

 (∨-Intro)  ϕ ⊢ τ 

   ψ ⊢ τ 

   —————— 

   ϕ∨ψ ⊢ τ 

 (→-Intro)  ϕ ⊢ ψ 

   —————— 

   ⊢ ϕ→ψ  

    43   The following are the standard structural rules (where Γ and Γ´ are sets of sentences and ϕ and ψ are 

sentences): 

 (Refl exivity) If ϕ∈Γ, then Γ ⊢ ϕ 

 (Weakening) If Γ ⊢ ϕ, then Γ∪Γ´ ⊢ ϕ 

 (Transitivity) If Γ ⊢ ϕ and Γ, ϕ ⊢ ψ, then Γ ⊢ ψ.  
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   (ii)   Weakly classical logic , which has all the inference rules of classical logic and the 

structural rules, but none of the usual meta-rules.  

   (iii)   Paracomplete logic , on which the law of excluded middle and some other infer-

ence rules and meta-rules are invalid (it has the structural rules though).   44     

   (iv)   Paraconsistent logic , on which the rule  ex falso quod libet  and some other inference 

rules and meta-rules are invalid.   45     

   (v)   Substructural logic , on which some of the structural rules governing derivability 

are invalid.   46       

 When we map out the compatible combinations of aletheic principles and logics, we 

get the following seven options for  logical  approaches to the aletheic paradoxes:

     1.   Classical glut : classical logic and (T-In) (examples: none).   47     

   2.   Classical gap : classical logic and (T-Out) (examples: Tarskian theories, KF, VF, and 

outer inductive theories).   48     

   3.   Classical symmetric : classical logic, neither (T-Intro) nor (T-Elim) (examples: FS 

and McGee’s theory;   49    this book off ers a classical symmetric approach).  

   4.   Weakly classical : weakly classical logic, (T-Intro), and (T-Elim) (examples: inner 

inductive supervaluation theories and outer revision theories).   50     

   5.   Paracomplete : paracomplete logic, (T-In), and (T-Out) (examples: inner inductive 

Strong Kleene theories and Field’s theory).   51     

   6.   Paraconsistent : paraconsistent logic, (T-In), and (T-Out) (examples: Priest’s theory, 

Beall’s theory, and Brady’s theory).   52     

    44   Paracomplete logics (e.g., K 
3
 ) validate  ex falso  and double negation elimination, but not conditional 

proof, reductio, or contraction.  

    45   Paraconsistent logics (e.g., LP) validate excluded middle and double negation elimination, but not 

disjunctive syllogism,  ex falso , or contraction. Some paraconsistent logics fail to have all the structural rules; 

see  Brady ( 2006  ) for an example.  

    46   See  Restall ( 1994 ,  2000  ) and Beall and Ripley (forthcoming) for background on substructural 

logics.  

    47   I am unaware of any classical glut theorists; see Field (2008a) for discussion.  

    48   Tarskian theories are based on work in  Tarski ( 1933  ) and are discussed in  Kripke ( 1975  ). KF is an axi-

omatic theory proposed in  Feferman ( 1982  ) and discussed in Halbach (2011). VF is an axiomatic theory 

proposed in  Cantini ( 1990  ). Outer inductive theories are based on Kripke’s inductive defi nitions of truth. 

The ‘outer’ means that the theory takes the set of sentences defi ned by Kripke’s construction to be the 

extension of the truth predicate defi ned.  Inner  theories take the set of sentences defi ned by a construction 

to be the theory of truth. See  Maudlin ( 2004  ) who endorses an outer inductive theory. See also Cook (2008) 

and  Schlenker ( 2011  ).  

    49   FS is an axiomatic theory proposed in  Friedman and Sheard ( 1987  ) and discussed in Halbach (2011). 

See  McGee ( 1991  ) for his theory. See also  Roeper ( 2010  ).  

    50   Field (2008a) discusses inner inductive supervaluation theories fi rst proposed by van  Fraassen ( 1970a  , 

1970b).  Gupta and Belnap ( 1993  ),  Yablo ( 1993a ,  1993b  ),  Yaqūb ( 1993  ),  Kremer ( 2002  ), and  Shapiro ( 2006  ) 

defend outer revision theories.  

    51   See  Kripke ( 1975  ),  Soames ( 1999  ), and  Horsten ( 2009 ,  2011  ) for examples of inner inductive Strong 

Kleene theories and Field (2008a) for his theory.  

    52   See Priest (2006a, 2006b),  Brady ( 2006  ), and Beall (2009).  
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   7.   Substructural : substructural logic, (T-In) and (T-Out) (examples, Weir’s theory, 

Tennant’s theory, and Ripley’s theory).   53       

 Notice that the fi rst two options permit only one (primary) aletheic principle, the third 

has no (primary) aletheic principles,   54    and the other four have two principles—the 

weakly classical approaches have the moderate, inferential aletheic principles, and the 

paracomplete, paraconsistent, and substructural approaches have the strong, conditional 

aletheic principles. Thus, as one might expect, the strength of the logic and the strength 

of the aletheic principles vary inversely.  

     1.4  Combinations of philosophical 

and logical approaches   

 Signifi cant features of the presentation in this work include the distinction between 

descriptive and prescriptive projects and the distinction between philosophical and logical 

approaches to the paradoxes. These are often ignored, which makes the space of alterna-

tives confusing and muddled. I organize the presentation around philosophical and logical 

approaches because I think this distinction is blurred more often and to worse eff ect. One 

downside to this choice is that it masks important connections between certain philo-

sophical approaches and certain logical approaches that are designed to work together. As 

part of the remedy, I want to off er a view on the relation between these kinds of approaches 

and mention some of the portions of logical space that have been spoken for. 

 Philosophical approaches to the aletheic paradoxes do two things: they tell us some-

thing about the truth predicate that is relevant to solving the aletheic paradoxes (i.e., to 

pursuing one or more of the projects and solving one or more of the problems) and they 

tell us something about the paradoxical truth-bearers and the paradoxical reasoning. 

 Logical approaches specify the principles that truth predicates obey and logics that 

are compatible with these principles. The theories of truth off ered by logical approaches 

apply to certain artifi cial languages and these theorists use techniques from mathemati-

cal logic to investigate the properties of these theories and to prove things about them 

(e.g., consistency relative to a background mathematical theory). 

 The connection between them is the relation between a mathematical theory and its 

empirical interpretation, which is at the heart of the scientifi c enterprise. The following 

passage from Patrick Suppes expresses a commonly held view: 

  The traditional sketch of scientifi c theories—and I emphasize the word ‘sketch’—runs some-

thing like the following. A scientifi c theory consists of two parts. One part is an abstract logical 

calculus, which includes the vocabulary of logic and the primitive symbols of the theory. The 

logical structure of the theory is fi xed by stating the axioms or postulates of the theory in terms 

    53   See  Tennant ( 1982 ,  1995 ,  1997  , forthcoming), Weir (2005, 2010),  Zardini ( 2011  ), and  Ripley ( 2012  , 

forthcoming); see also Beall and Murzi (forthcoming).  

    54   However, some classical symmetric theorists accept weak aletheic principles like (T-Enter) and (T-Exit) 

from n. 41 in this chapter. See  McGee ( 1991  ) for an example.  
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of its primitive symbols. . . . The second part of the theory is a set of rules that assign an empirical 

content to the logical calculus by providing what are usually called ‘coordinating defi nitions’ or 

‘empirical interpretations’ for at least some of the primitive and defi ned symbols of the 

calculus.   55      

 Suppes goes on to say that this view of scientifi c theories is roughly correct, but too 

simplistic. In particular, it needs to be supplemented with the idea of a model—the fi rst 

part of a theory often characterizes a class of models and the second part often involves 

models of experimental results. He ends up emphasizing the role of measurement the-

ory in making sense of these two aspects of a scientifi c theory and the complex constel-

lation of issues associated with linking mathematical formalism and its empirical 

interpretation by the results of scientifi c experiments.   56    

 Emphasizing the diff erence between mathematical models and their application to nat-

ural phenomena has a place in work on language in particular. For example, Stewart 

 Shapiro and Roy Cook (independently) argue that disputes about the proper treatment of 

vagueness can be adjudicated by taking care to separate mathematical models from their 

implications for natural language.   57    My view on the relation between logical approaches 

and philosophical approaches is similar. I think that the artifi cial languages, axiomatic 

theor ies, and classes of models studied by those who off er logical approaches to the aletheic 

paradoxes should be thought of as the  fi rst  part of a scientifi c theory—as a scientifi c model 

of our natural language. The claims made about our natural language and its truth predi-

cate by those off ering philosophical approaches should be thought of as the  second  part of a 

scientifi c theory—as conditions on the application of a mathematical theory to natural 

language or as conditions on what counts as a good scientifi c model of natural language. 

There is much more to be said about this relationship and I prefer to use measurement 

theory as a way of making sense of it (e.g., logical approaches function like the link between 

relational structures and mathematical structures in measurement systems, while philo-

sophical approaches function like links between physical structures and relational struc-

tures in measurement systems), but it will have to wait until  Chapter  7  . 

 Take Hartry Field’s combination approach as an example. He begins with the inner 

Strong Kleene  inductive  theory, but sets out to defi ne a well-behaved conditional for it. 

He uses a  revision  construction to defi ne an adequate conditional for his logic. So his 

theory combines elements of Kripke’s inductive constructions and Gupta and Belnap’s 

revision constructions. The resulting theory of truth is just a set of T-sentences, but the 

biconditional occurring in them is based on Field’s new conditional. Field’s conditional 

acts just like a material conditional when the law of excluded middle is assumed. More-

over, it allows him to defi ne a determinateness operator, which can be used to classify 

the liar sentences in the object language as not determinately true and not determi-

    55    Suppes ( 2002  : 3).  

    56   See  Wilson ( 2006  ) for many examples of just how messy the relationship between the two parts of a 

scientifi c theory can be.  

    57    Shapiro ( 2002a  :  Ch.  2  ) and  Cook ( 2002  ). See also  Dresner ( 2004  ).  
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nately false.   58    Furthermore, the determinateness operator iterates non-trivially so it can 

even be used to classify liar-type sentences that contain occurrences of the determinate-

ness operator. For example, a sentence Q that is provably equivalent to ‘Q is not deter-

minately true’ is not determinately determinately true. Indeed, by iterating the 

determinateness operator, one can generate a transfi nite hierarchy of determinateness 

operators. It is a delicate issue just how far this hierarchy extends since the language in 

question also contains a truth predicate, which can be used to generalize over the deter-

minateness operators. Field argues that the hierarchy eventually breaks down, but in the 

interesting cases, the point of breakdown is indeterminate.   59    Thus, according to Field, 

the determinateness operator serves the purpose of classifying liar-type sentences with-

out giving rise to pesky revenge paradoxes that plague other solutions (I discuss this 

issue in  Chapter  4  ). For Field, the mistake in the reasoning that leads to the liar paradox 

is assuming that the law of excluded middle holds of truth claims in general. 

 He specifi es a class of artifi cial languages that contain their own truth predicates and 

obey the  intersubstitutability principle  (which says that substituting p for ‘p is true’ or vice 

versa in extensional contexts preserves truth value), but the theory of the logical terms 

of this language is paracomplete—not all instances of the law of excluded middle are 

valid. However, many familiar logical principles are valid (e.g., double negation elimina-

tion,  modus ponens , etc.). Field uses mathematical techniques to prove certain results (e.g., 

conservativeness) about his artifi cial languages, the logical principles governing them, 

and the principles his truth predicates obey.   60    He claims that natural-language truth 

predicates display indeterminacy in the sense that one ought not to accept or assert all 

the instances of excluded middle involving truth predicates. In particular, excluded mid-

dle fails for ungrounded sentences of natural languages. However, all the T-sentences for 

sentences of natural language are true (at least when ‘if . . . then . . .’ constructions are 

treated as expressing Field’s conditional). Paradoxical sentences are indeterminate, which 

means, for Field, that they are neither determinately true nor determinately not true. 

Indeed, Field explains ‘determinately’ in these natural-language sentences by appeal to 

the determinateness operator defi ned for his artifi cial languages. The artifi cial language 

models our natural language and helps us explain many of its important features (e.g., 

what semantic features truth predicates have, what is wrong with the reasoning in the 

aletheic paradoxes, what status paradoxical sentences have). As a team, Field’s philo-

sophical and logical approaches to the paradoxes specify (or at least suggest) a complex 

mathematical formalism and its intended empirical interpretation. Anyone else who 

defends a combination approach can be interpreted in the same way. 

    58   ‘Dp’ is defi ned as ‘p ∧ ~(p → ~p)’; Field (2008a: 236).  

    59   Field (2008a: Chs. 15, 17, and 22).  

    60   Field (2008a: 259–66). If Field had off ered a proof theory for his logic (he only gives a model theory), 

then he could have proven several theorems about how deduction in the artifi cial language and validity 

relate: a soundness theorem shows that anything provable in the theory of truth and logic is valid in the 

mathematical structure, and a completeness theorem shows that anything valid in the mathematical structure 

is provable in the theory of truth and logic.  
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 Describing the other combinations would be tedious and not add much to this chap-

ter. Instead, I have depicted them in  Figure  2  , which contains a diagram showing philo-

sophical approaches on one side and logical approaches on the other, with important 

connections between them and the theorists who work on them. The broken line indi-

cates my view.    61      
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    Figure 2  Philosophical and Logical Approaches     

    61   In Fig. 2, I have a more precise classifi cation of logical approaches than in the text. The Tarskian Hier-

archy is a class of non-partial truth predicates that results from applying Tarski’s truth defi nition to a base 

language without a truth predicate, then again to the metalanguage, and again to its metalanguage, and so 

on. An Outer Inductive Theory results from taking one of Kripke’s inductive constructions to defi ne the 

extension of a non-partial truth predicate. A Complex Hierarchy is also a class of non-partial truth  predicates, 
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 There are several trends to notice. First, most of the fi rst few philosophical approaches 

have no connections to the logical approaches—that is because the fi rst few try to fi nd 

some problem with paradoxical truth-bearers, whether it is that they are syntactically 

defective, semantically defective, or pragmatically defective. Approaches like these do 

not need logical approaches to handle paradoxical sentences because they imply that 

there is no problem to be handled. 

 Second, a single philosophical approach might be paired with distinct logical 

approaches. For example, Field, Tim Maudlin, Vann McGee, and Alan Weir champion 

the indeterminacy approach. Field pairs it with a paracomplete approach, McGee with a 

classical symmetric approach, Maudlin with a classical gap approach, and Weir with a 

substructural approach.   62    In each of these combinations, the notion of indeterminacy is 

interpreted diff erently. The same point holds of contextual views as well. 

 Third, a single logical approach might be paired with distinct philosophical 

approaches. For example, the orthodox approach pairs a Tarskian hierarchy (a classical 

gap approach) with an ambiguity approach—it interprets ‘true’ as ambiguous so that it 

can have the meaning of any one of the predicates in the Tarskian hierarchy. Tyler Burge 

uses the same logical approach (i.e., the Tarskian hierarchy), but he pairs it with a con-

textual philosophical view.   63    He claims that ‘true’ is an indexical, which has an invariant 

meaning (i.e., character) and variable content; in any given context, ‘true’ can have the 

content of any of the predicates in the Tarskian hierarchy. These are very diff erent inter-

pretations (i.e., ambiguity and indexicality) of the same formal structure (i.e., the Tars-

kian hierarchy). Another example is the revision theory, which is a weakly classical 

approach and was initially designed by Gupta and Belnap to be paired with a circularity 

approach (a philosophical approach).   64    However, Lionel Shapiro suggests that the con-

textual approach is a better fi t for revision theories, while Stephen Yablo combines a 

revision theory with an inconsistency view.   65    Again we have several distinct philosophi-

cal interpretations of the same mathematical structure. Someone who is not careful 

about the distinction between philosophical and logical approaches might think that, 

for example, revision theories and contextual theories are rivals, but actually, they are 

but it results from some more advanced technique of defi nition (e.g., one of Kripke’s inductive methods). 

Inner Inductive Theories result from taking one of Kripke’s inductive constructions to defi ne the theorems 

of a theory of truth. An Outer Revision Theory results from taking a revision construction to defi ne a truth 

predicate. Transparent Dialetheism respects the intersubstitutability of p and ‘p is true’, while Opaque 

Dialetheism does not. Non-Transitive Substructural Theories reject transitivity, and Non- Contractive ones 

reject contraction. I have based the combinations listed on the following (from top to bottom):  Burge 

( 1979  ),  Simmons ( 1993  ), Glanzberg (2004),  Maudlin ( 2004  ),  Schlenker ( 2011  ), Cook (2008), L.  Shapiro 

( 2006  ),  Feferman ( 2008  ),  McGee ( 1991  ),  Gupta and Belnap ( 1993  ),  Yablo ( 1993a  ), van  Fraassen ( 1970a  ), 

 Soames ( 1999  ),  Horsten ( 2011  ), Field (2008a), Weir (2005), Priest (2006a), Beall (2009),  Tennant ( 1982  ), and 

 Zardini ( 2011  ).  

    62    McGee ( 1991  ),  Maudlin ( 2004  ), Weir (2005), and Field (2008a).  

    63    Burge ( 1979  , 1982a, 1982b).  

    64    Gupta and Belnap ( 1993  ).  

    65   L.  Shapiro ( 2006  ) and   Yablo ( 1993a ,  1993b  ).  
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two diff erent kinds of theories and can be combined so that the mathematics of a revi-

sion theory is given empirical interpretation by a context-dependent truth predicate. 

 Fourth, there is a trade off  between thinking of natural-language truth predicates as 

univocal and invariant (having a single content across uses) and accepting classical logic. 

Philosophical approaches that posit multiple contents for truth predicates because of 

ambiguity or context dependence tend to go with classical or weakly classical logical 

approaches; these theorists retain something close to classical logic by  fragmenting  the 

concept of truth. On the other hand, indeterminacy approaches and inconsistency 

approaches tend to get paired with weakly classical or non-classical logical approaches; 

these theorists prize the unity of truth, but pay for it by losing cherished logical 

principles. 

 Fifth, even if we ignore the variations internal to each kind of logical approach (so we 

have seven logical approaches) and we set aside the three “dismissive” philosophical 

approaches at the top of the diagram (so we have fi ve philosophical approaches), that 

gives us thirty-fi ve possible combinations, of which less than a third are spoken for. At 

least with respect to combinations of approaches to the paradoxes, we have a sparsely 

populated logical space; or, to accentuate the positive: there are many opportunities for 

new work in this area.  

     1.5  Unifi ed theories of truth   

 We can classify many theories of the nature of truth along two dimensions, fi rst by that 

in terms of which they explain truth, and second by the strength of the explanation. 

The options are Correspondence, Coherence, Pragmatic, Epistemic, and Modest. Each 

of these off ers a central universally quantifi ed biconditional: 

  For all x, x is true iff  F(x).   

 Künne gave us fi ve strengths of the central biconditional off ered by a theory of truth: 

     1)  same sense—analytic biconditional  

   2)  same intension and self-evident—self-evident biconditional  

   3)  same intension and a priori—a priori biconditional  

   4)  same intension—necessary biconditional  

   5)  same extension—true biconditional    

 Defl ationism off ers a central biconditional for each truth-bearer instead of a general 

one, and pluralism off ers as many biconditionals as there are truth properties. Corre-

spondence, Coherence, Pragmatic, and Epistemic theories all off er analytic bicondition-

als. Modest theories and defl ationist theories off er at least necessary biconditionals—it 

does not seem that one of these theorists could accept that there is a possible world 

where some truth-bearer p is true but the claim that p is true is false (or vice versa). 

Defl ationists typically suggest that the T-sentences have status (i), (ii), or (iii). Pluralism 
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certainly does not off er self-evident biconditionals, and it seems to me that they are 

probably not even a priori—one could fi nd out, from empirical evidence, that a certain 

discourse has a certain truth property. Anyone who accepts the T-biconditionals accepts 

that the central biconditional for each truth-bearer is at least true. 

 As I mentioned, there are several projects one might engage in when addressing the 

liar paradox, which include the descriptive project (describing our current aletheic 

practice) and the prescriptive project (describing how our aletheic practice should be). 

There is also a philosophical aspect and a logical aspect to any project. I also claimed in 

the last section that a combined philosophical and logical approach off ers a formal the-

ory and an empirical interpretation of it. One might need two of these—one for the 

descriptive project and one for the prescriptive project. 

 The descriptive/prescriptive distinction is going to aff ect one’s views on the nature of 

truth—it is entirely possible to pair a descriptive approach to the paradoxes with a cer-

tain view on the nature of truth (as it is currently used) and pair a prescriptive approach 

to the paradoxes with a diff erent view on the nature of truth (as it should be used). Each 

view on the nature of truth can be thought of as a combination of a central biconditional(s) 

plus its status. 

 When we put all these pieces together, we arrive at the following idea. Let us call a 

 unifi ed theory of truth  a combination of a view on the nature of truth together with a 

combined approach to the paradoxes. That could involve: (i) a descriptive central 

biconditional(s) (or an alternative to them), (ii) the reading of the descriptive central 

biconditional(s) (or alternative), (iii) a philosophical approach to the descriptive project, 

(iv) a logical approach to the descriptive project, (v) a prescriptive central biconditional(s) 

(or alternative to them), (vi) the reading of the prescriptive central biconditional(s) (or 

alternative), (vii) a philosophical approach to the prescriptive project, and (viii) a logical 

approach to the prescriptive project. It might be that a unifi ed theory of truth says that 

we need not change our practice in any way, in which case it will not have items 

(v)–(viii). 

 Instead of focusing on the central biconditional, one could adopt Davidson’s view of 

truth and combine it with a philosophical approach to the paradoxes and a logical 

approach to the paradoxes. Davidson presents his view as an empirical interpretation of 

an axiomatic theory of truth (more on this in  Chapter  7  ). I characterized the philo-

sophical/logical distinction between approaches to the paradoxes in terms of math-

ematical theories and their empirical interpretation as well. It should not come as a 

surprise that these two components fi t well together. The result would take a philo-

sophical and logical approach to the paradoxes, and embed it in a broader Davidsonian 

theory of rationality. The overall theory would combine Davidson’s view on the nature 

of truth with a philosophical and a logical approach to the paradoxes. No one has yet 

attempted such a thing, but this is exactly what I do in Chapters 6 and 7 as a prescriptive 

theory and again in  Chapter  9   as a descriptive theory. 

 We have seen combinations of philosophical and logical approaches to the paradoxes 

and been reminded of the views on the nature of truth.  Figure  3   displays the connections 
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between the philosophical approaches to the paradoxes (left), the logical approaches to 

the paradoxes (right), and the theories of the nature of truth (bottom). Only unifi ed 

theories of truth are represented; i.e., those that off er a combination of views on the 

nature of truth, a philosophical approach to the paradoxes, and a logical approach to the 

paradoxes. These unifi ed theories show up as triangles in this fi gure.   66    The broken line 

represents the descriptive part of the unifi ed theory of truth I off er in  Chapter  9  . One 

thing that jumps immediately off  the page is that defl ationists are the primary bridge 

builders between work on the nature of truth and work on the paradoxes. This is prob-

ably owing to two things: defl ationism has long been thought to have signifi cantly more 

trouble with the paradoxes than other views on the nature of truth so defl ationists have 

been especially eager to dispel this myth,   67    and defl ationism is more focused on the 

principles truth predicates obey than are other views on the nature of truth. Another 

feature of this diagram is that most unifi ed theories of truth incorporate indeterminacy 

approaches. That fact probably owes more to the popularity of indeterminacy 

approaches rather than some reason for indeterminacy theorists to be interested in uni-

fi ed theories of truth.  Figure  4   lists the individual components of each unifi ed theory.    68        

 As an example of a unifi ed theory, focus again on Field, who began his career defend-

ing a version of correspondence, but ended up abandoning it for disquotationalism in 

the early 1990s.   69    After a brief fl irtation with paraconsistent dialetheism,   70    he developed 

a paracomplete logical approach to the paradoxes that is paired with an indeterminacy 

approach. The result is probably the most thoroughly cohesive unifi ed theory where 

each component is formulated in detail, vigorously defended, and supports the other 

two. He is probably the most prominent defender of each component. 

 Field’s approach to the aletheic paradoxes is part of a much larger project that focuses 

on partially defi ned expressions. From this account of partially defi ned expressions he 

derives a theory of truth and indeterminacy, a theory of vagueness, and a theory of prop-

erties.   71    To accompany his account, he presents a new formulation of disquotationalism 

(within the paracomplete framework), a new paracomplete logic, and a non-standard 

probability calculus that allows him to explain degrees of belief in propositions that dis-

play indeterminacy.   72    

    66   Note that ‘B&E’ and ‘G&B’ stand for ‘Barwise and Etchemendy’ and ‘Gupta and Belnap’, respectively. 

These pairs of authors worked together on their respective unifi ed theories of truth. ‘H/R’ stands for ‘Horwich / 

Restall’; these two authors worked independently on the theory of truth in question.  

    67   One can fi nd this view in  Dummett ( 1959  ) and  Simmons ( 1999  ); see also  Gupta ( 2005  ).  

    68   These are listed in roughly chronological order.  

    69   Field (1972, 1986, 1994a, 1994b, 2001c, 2001d, 2001e, 2001f, 2005c, 2005d, 2006a, 2006b).  

    70   Field (2001h).  

    71   See Field (2002, 2003a, 2003b, 2003c, 2004, 2005a, 2005b, 2008a, 2008c, 2010a, 2010b) for the theory 

of truth and indeterminacy, Field (2003b, 2003c) for the theory of vagueness, and Field (2003c, 2004) for 

the theory of properties. Associated with this project is the work in Field’s John Locke Lectures, which focus 

on the rational revisability of logic; Field (2008b).  

    72   See Field (1998, 2000, 2001b, 2001g, 2001h, 2003b, forthcoming) for the non-standard probability 

calculus. One should be aware that Field presents two non-standard probability calculi, one that is classical 

and the other non-classical. He now endorses only the non-classical version; see Field (2003c: 462).  
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 He adds a new conditional to the internal theory of Kripke’s Strong Kleene minimal 

fi xed point, and he uses it to defi ne a determinacy operator, which can be used to classify 

all the paradoxical sentences of the language in question (even those that contain the 

determinacy operator). He uses this conditional to defi ne a paracomplete biconditional 

that features in the formulation of the T-sentences for his disquotational theory.   73    In 

sum, he off ers a disquotational/indeterminacy/paracomplete unifi ed theory.           
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    Figure 4  Eleven Unifi ed Theories of Truth     

    73   See Yablo (2003), Priest (2005, 2008, 2010), Leitgeb (2008), Rayo and Welch (2008), Scharp (2008, 

2009a),  McGee ( 2010  ), Restall (2010), Shapiro (2010),  Caie ( 2012  ), Burgis (forthcoming), and Bacon (forth-

coming a, forthcoming b) for discussion.  



   A central claim of this book is that truth is an inconsistent concept. However, the term 

‘inconsistent concept’ is not found in common usage or in contemporary analytic 

 philosophy discussions; so the fi rst step is to provide an adequate explanation. This 

 chapter introduces the idea, provides several examples, and off ers a theory of concepts’ 

constitutive principles.  

     2.1  Concepts   

 Before discussing inconsistent concepts, I should say a bit about concepts in general.   1    

There are three main views on the nature of concepts: 

      (i)   Mental representations : concepts are mental particulars that are the constituents 

of beliefs and other propositional attitudes. As such, concepts are internal sym-

bols with representational properties.   2     

    (ii)   Abstract entities : concepts are abstract (i.e., non-spatio-temporal) entities that are 

the constituents of propositions (e.g., Fregean senses).   3     

    (iii)   Abilities : concepts are cognitive abilities or capacities—e.g., the ability to draw 

certain inferences, classify objects based on perceptions, or react to stimuli in 

various ways.   4       

 The debate about the nature of concepts is rough terrain, and I do not intend to take a 

stand on this issue.   5    Rather, I do not think that anything I say about inconsistent concepts 

commits me to one of these views on the ontological nature of concepts. A related issue 

on which I shall commit myself is concept possession; i.e., a view on what it is to possess a 

concept, but that needs to wait until we get some examples of inconsistent concepts.  

             2 

Inconsistent Concepts   

    1   My presentation is based on Margolis and Lawrence (1999).  

    2   Advocates include  Fodor ( 1975 ,  1987  , 1998, 2004) and  Carruthers ( 1996 ,  2000  ).  

    3   Advocates include  Peacocke ( 1992  ),  Zalta ( 2001  ), and  Chalmers ( 2011  ).  

    4   Advocates include  Evans ( 1982  ),  Dummett ( 1993  ),  Brandom ( 1994  ), and  Millikan ( 2000  ).  

    5   For background, see the papers in  Margolis and Lawrence ( 1999  ); for the contemporary debate, see 

Fodor (1998),  Prinz ( 2002  ),  Murphy ( 2002  ),  Machery ( 2009  ), and  Carey ( 2009  ).  
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     2.2  Inconsistent concepts   

 Intuitively, a concept is  inconsistent  iff  its constitutive principles are inconsistent. For 

example, consider the following defi nition:  

      (1a)  ‘rable’ applies to x if x is a table.  

    (1b)  ‘rable’ disapplies to x if x is a red thing.   6          

 These rules are  constitutive  for rable in the sense that they determine (in part) the mean-

ing of ‘rable’ and the identity of the concept expressed by it. There are several ways of 

explaining the relationship between agents and constitutive principles, but a prima facie 

plausible explanation is that anyone who possesses a certain concept accepts that con-

cept’s constitutive principles. According to this view, if someone uses ‘rable’ but does not 

believe (1a) and (1b), then that person’s word ‘rable’ does not mean  rable . However, for 

reasons I discuss below, a more subtle account of the relation is required. 

 The defi nition of ‘inconsistent concept’ might cause some confusion since the con-

stitutive principles for ‘rable’ are not  logically  inconsistent. The problem with ‘rable’ is 

instead that its constitutive principles have false consequences (e.g., there are no red 

tables). We could stipulate that an inconsistent concept has constitutive principles that 

are incompatible with the empirical facts, or we could say that an inconsistent concept 

has some false constitutive principles, or we could defi ne a concept’s being inconsistent 

relative to some set of claims.   7    I do not see any practical diff erence between these 

amendments. 

 A person who employs the concept rable might believe and assert that a red shirt is 

not a rable and that a brown table is a rable. However, such a person will run into trouble 

when confronted with a red table because the constitutive principles for ‘rable’ imply 

that it both applies and disapplies to red tables. For example, let R be a red table. R is a 

table; hence, R is a rable. R is red; hence, it is not the case that R is a rable. Thus, R is a 

rable and it is not case that R is a rable. We have arrived at a contradiction via intuitively 

plausible steps from intuitively plausible assumptions. Consider another example. 

Assume for  reductio  that some red tables exist. Let R be a red table. The reasoning above 

shows that R is a rable and R is not a rable. Contradiction. Therefore, no red tables exist. 

We have proven an obviously false empirical sentence using only logic and the constitu-

tive principles for ‘rable’. If one accepts some basic logical principles and treats ‘rable’ as 

univocal and invariant, then it will be diffi  cult to avoid these unacceptable conclusions. 

Since most people do not believe that any contradictions are true (even ones involving 

odd concepts like rable) and they believe in the existence of red tables, it seems that add-

ing rable to one’s conceptual repertoire corrupts it in a certain way. 

    6   I use ‘disapplies’ as an antonym for ‘applies’.  

    7   Notice that this formulation implies that familiar examples like ‘Boche’ and ‘tonk’ (as usually under-

stood) express inconsistent concepts (e.g., the constitutive principles for ‘Boche’ imply that all Germans are 

cruel and prone to barbarism).  See Dummett ( 1973  ) on ‘Boche’ and  Prior ( 1960  ) on ‘tonk’. See also 

  Williamson ( 2003  ).  
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 I can imagine a reader who has been protesting: there is no such thing as an inconsist-

ent concept! The attempted stipulation above failed to defi ne any term at all because the 

defi nition is illegitimate. Therefore, ‘rable’ does not mean anything, and no conceptual 

harm has been done.   8    

 Consider an actual case of conceptual revolution and an excellent example of an 

inconsistent concept: mass as it occurs in Newtonian mechanics.   9    In Newtonian 

mechanics, physical objects have a single physical quantity: mass. According to this the-

ory, mass obeys two laws (which are considered equally fundamental): (i) mass = 

momentum/velocity, and (ii) the mass of an object is the same in all reference frames. We 

can think of these as constitutive principles for mass. In relativistic mechanics, physical 

objects have two diff erent “kinds” of mass: proper mass and relativistic mass. An object’s 

 proper mass  is its total energy divided by the square of the speed of light, while an object’s 

 relativistic mass  is its non-kinetic energy divided by the square of the speed of light. 

Although relativistic mass = momentum/velocity, the relativistic mass of an object is not 

the same in all reference frames. On the other hand, proper mass ≠ momentum/velocity, 

but the proper mass of an object is the same in all reference frames. Thus, relativistic 

mass obeys one of the principles for mass and proper mass obeys the other. Since we live 

in a relativistic universe (i.e., one where momentum over velocity is not the same in all 

reference frames), mass is an inconsistent concept. That is, before the twentieth century, 

we used a concept whose constitutive principles are inconsistent with what would come 

to be well-confi rmed claims about the world (i.e., momentum/velocity is not the same 

in all reference frames).   10    

 Although the objection in question (i.e., that there are no inconsistent concepts) 

might seem convincing for ‘rable’, it is not plausible to claim that there is no concept of 

mass and that ‘mass’ is meaningless. The word ‘mass’ has an established use, sentences 

containing it participate in inferential relations, people use these sentences to express 

propositional attitudes, etc. To say that such an expression is meaningless severs the con-

cept of meaning from most of the things for which we use it. In addition, if the objec-

tion were correct, then when we discovered that the constitutive principles for mass are 

incompatible, we would have also discovered that our word ‘mass’ is meaningless. How-

ever, it does not seem that an entire community of people can be wrong about whether 

a word is meaningful. It does not even seem possible to discover that a word one has a 

history of using is meaningless. Perhaps that is why there are no examples of this sort of 

thing actually happening. 

 The objection might seem plausible at fi rst because it also seems plausible that if a 

concept is inconsistent, then anyone who possesses the concept is in a position to know 

that it is inconsistent. However, the ‘mass’ example should dispel this impression. The 

rules for the employment of a concept often incorporate features of the environment in 

    8    See Wright ( 1975  ) and Patterson (2008).  

    9   The example is from Field (1973), but Field does not say that ‘mass’ expresses an inconsistent concept.  

    10   For more information on this example,  see Jammer ( 2000  ) and  Petkov ( 2009  ).  
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which it is used; if the employers of a concept are ignorant or mistaken about some fea-

tures of their environment, then the concept in question can be inconsistent without 

their knowledge. No amount of “refl ection on their concepts” will inform them that 

their concept is inconsistent; they have to go out into the world and discover empirical 

facts to discover the conceptual inconsistency. 

 Another worry is voiced by John Earman and Arthur Fine, who claim that ‘mass’ just 

means  proper mass , and that we simply had the false belief that mass is momentum/ 

velocity.   11    Fine gives evidence that Einstein himself held this opinion, while Earman 

provides an argument for it. It is hard to see why anyone should be persuaded by Fine’s 

appeal to authority; after all, Einstein was no linguist. However, Earman’s argument is 

that when Newtonian mechanics and special relativity are written in four-dimensional 

intrinsic form, mass and proper mass satisfy three fundamental principles that have the 

same form, whereas relativistic mass does not. Since this formulation of the two theories 

is so important, we should think that mass just is proper mass and not relativistic mass. 

Moreover, in contemporary physics, proper mass is considered to be much more funda-

mental than relativistic mass because the latter is relative to a reference frame while the 

former is not. Thus, Earman agrees that ‘mass’ is meaningful, but argues that it expresses 

a consistent concept. The general objection would be that whenever it seems like the 

constitutive principles for a concept are incompatible it must be that some of those 

principles are not really constitutive. 

 It seems to me that these are not good reasons to think that there are no inconsistent 

concepts. Consider a person living in 1850 who denies that mass is momentum/veloc-

ity. Probably no one at the time would say that that person’s term ‘mass’ expressed  mass . 

Most everyone treated the claim that mass is momentum/velocity as a constitutive prin-

ciple for mass. In fact, it is often used as a defi nition of the term. It is hard to fi nd a better 

example of what people at the time would have called an analytic claim. So if Earman is 

correct, then we could all be wrong about what the constitutive principles for our con-

cepts are. There would be no evidence we could give that some principle is constitutive 

for some concept. That might be plausible on some accounts of constitutive principles, 

but on the one developed below, constitutive principles play their primary role in inter-

pretation. As such, it does not make sense to say that everyone thinks that some proposi-

tion is a constitutive principle for some concept, but it turns out that it really is not 

constitutive. I think it is an empirical fact about our linguistic practice that we use con-

stitutive principles to guide interpretation. Somehow I go from normal (or transparent) 

interpretation where I am not attending explicitly to the meanings of a speaker’s words 

to a mode of interpretation where I explicitly consider whether the speaker means the 

same thing I do by a word. The speaker triggers this change by explicitly or implicitly 

rejecting something I take to be constitutive of the concept in question. Moreover, 

    11    Earman and Fine ( 1977  ). They focus on Field’s claim that the designation of ‘mass’ is indeterminate and 

argue that the designation of ‘mass’ is the property of proper mass. I am interested in how one might use the 

points they make to object to the existence of inconsistent concepts.  
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unless we are right about some of these principles, it hardly makes sense to say that we 

are using the concept in question. For example, if I do not think that grass is green or 

that it is a plant or that it is growing in my back yard or any of the other familiar claims 

about grass, then it does not make sense to interpret my word ‘grass’ as meaning  grass . 

 In addition, Earman’s point can be handled in stride. It is not surprising that mass sat-

isfi es some constitutive principle satisfi ed by proper mass but not by relativistic mass. We 

should expect that once we have the conceptual resources to distinguish between the 

two notions of mass (and all the concomitant mathematical and physical innovations), 

we can formulate principles like the ones to which Earman appeals. It also is not surpris-

ing that proper mass seems like a more important or fundamental notion than relativis-

tic mass. Once we replace an inconsistent concept, one of its replacements might come 

to be more useful than the other. Indeed, that might happen in the case of truth; but it 

would not cast doubt on the claim that truth is inconsistent. 

 I want to make several points about inconsistent concepts. First, it is essential to dis-

tinguish between inconsistent concepts and unsatisfi able concepts. An  unsatisfi able 

 concept  is one that is consistent but which cannot apply to anything. An unsatisfi able 

concept places incompatible demands on the objects for which it is defi ned, while an 

inconsistent concept places incompatible demands on its employers. For example:  

      (2)  x is a  squircle  iff  x is a square and x is a circle.       

 Squircle is an unsatisfi able concept, but it is not inconsistent. Someone who possesses 

squircle has no problem employing it. It should be disapplied to everything.   12    

 Second, attempting to place the defi nition of an inconsistent concept in the standard 

form often results in a conjunctive or disjunctive defi nition of a consistent concept. 

Notice the diff erence in defi nitions (1) and (2). Defi nition (2) prescribes both the appli-

cation conditions and the disapplication conditions for ‘squircle’ at once, while defi ni-

tion (1) has two separate clauses for ‘rable’. When considering a defi nition like (2), it is 

common to assume that if something is not both a square and a circle, then it is not a 

squircle. This assumption fi ts well with consistent concepts because the things to which 

they apply and the things to which they disapply are disjoint. However, the application 

conditions and disapplication conditions for inconsistent concepts result in an overlap. 

That makes it impossible to introduce them with defi nitions that are in the form of (2). 

Consider another defi nition:  

      (3)  x is a  non-red-table  iff  x is a table and x is not red.       

 There is a big diff erence between ‘non-red-table’ and ‘rable’. ‘Non-red-table’ is consist-

ent and applies to things that are both tables and not red; it disapplies to everything else. 

    12   I mention the distinction between inconsistent and unsatisfi able concepts because it is a common 

mistake to assume that inconsistent concepts are merely unsatisfi able. Even some theorists in the inconsist-

ency tradition still make this basic mistake; for example, see Patterson (2010: 16).  See Stenius ( 1972  ),  Chihara 

( 1979  ), and  Yablo ( 1993b  ) for discussions of the distinction and the mistake.  
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 Third, inconsistent concepts characteristically give rise to paradoxes, as evidenced by 

the arguments above where we derived a contradiction using a red table on one hand, and 

showed that no red tables exist on the other. It is obvious that something has gone wrong 

in these arguments, but what? I take it as a condition on any account of inconsistent con-

cepts that it must explain the fallacy in them. It should not be surprising that arguments 

like these feature prominently in criticisms of theories that posit inconsistent concepts. 

 The next point is that there is an affi  nity between inconsistent concepts and partial 

concepts. A  partial concept  is one that has a limited range of applicability. Some concepts 

are partial by defi nition. Here is Scott Soames’s example of a partial concept:  

      (4a)  ‘smidget’ applies to x if x is greater than four feet tall.  

    (4b)  ‘smidget’ disapplies to x if x is less than two feet tall.   13          

 Smidget is a partial concept because it is undefi ned for entities that are between two 

and four feet tall. I want to introduce several terms that are helpful in discussing partial 

concepts and inconsistent concepts. When discussing any partial concept, I assume that 

there is a set of all the objects that exist; I call it the  domain . This assumption brings with 

it several obvious and diffi  cult set-theoretic problems that I will not go into; they do 

not matter for my purposes. I say that the  range of applicability  of a concept is the subset 

of the domain to which it either applies or disapplies. The  range of inapplicability  is the 

complement of the range of applicability. I say that a concept is  inapplicable   to   an object  if 

that object falls within its range of inapplicability. Smidget’s range of applicability is the 

set of objects that are either greater than four feet tall or less than two feet tall. Rable’s 

range of applicability is the set of objects that are either tables or non-red things. I call 

the set of things to which a concept applies its  application set  and the set of things to 

which a concept disapplies its  disapplication set . The application sets of consistent con-

cepts are their extensions and the disapplication sets of consistent concepts are their 

anti-extensions. A concept’s  overdetermined set  is the intersection of its application set 

and its disapplication set.   14    One must be especially careful dealing with negation and 

partial concepts. The sentence ‘b is not a smidget’ can mean  smidget disapplies to b  or it 

can mean  smidget either disapplies to b or it is inapplicable to b . We can take the former to 

read ‘not’ as choice negation and the latter to read not as exclusion negation. 

 Up to this point I have discussed only inconsistent concepts whose application sets 

and disapplication sets are not disjoint. However, if a concept’s range of applicability and 

its range of inapplicability are not disjoint, then it is inconsistent as well. For example:  

      (5a)  ‘mammamonkey’ applies to x if x is a mammal.  

    (5b)  ‘mammamonkey’ disapplies to x if x is an animal and x is not a mammal.  

    (5c)  ‘mammamonkey’ is inapplicable to x if x is either a monkey or x is not an animal.       

    13    Soames ( 1999  ). See Glanzberg (2003) for criticism.  

    14   One might think that if a concept’s overdetermined set is nonempty, then it is the entire domain. After 

all, we argued above that a certain red table is a rable and it is not a rable. By  ex falso , everything is a rable 

and not a rable. I address this issue on p. 43.  
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 Although the application set and disapplication set for ‘mammamonkey’ are disjoint, it 

is an inconsistent concept because its range of applicability and range of inapplicabil-

ity overlap. A concept can exhibit both types of inconsistency as well. I mark this dis-

tinction by saying that an  application-inconsistent  concept (e.g., rable) is one whose 

application set and disapplication set are not disjoint; a  range-inconsistent  concept (e.g., 

mammamonkey) is one whose range of applicability and range of inapplicability are 

not disjoint. I focus primarily on application-inconsistent concepts in the remainder 

of this chapter, but most of my comments and results hold for range-inconsistent ones 

as well. 

 I want to emphasize that in most cases, the inconsistency arises by virtue of the envi-

ronment in which it is used—reading ‘environment’ in a wide sense. The following 

example illustrates this point and is based on a discussion of Anil Gupta’s.   15    Consider a 

community of people who speak a language that is similar to English except that in their 

language, the rules for using the expression ‘x is up above y’ (where ‘x’ and ‘y’ are replaced 

by singular terms) are diff erent. I call the members of this community  Higherians . Two 

equally important features of the Higherian’s ‘up above’ talk are that they can perceptu-

ally distinguish situations in which one object is up above another (these situations are 

similar to the ones in which an English speaker would say that one object is up above 

another), and that they can determine when the ray connecting two objects is parallel to 

a particular ray that is designated as ‘Standard Up’ (where Standard Up is orthogonal to a 

tangent plane for the surface of the object on which the Higherians live). ‘Up above’ 

applies to an ordered pair <A, B> if either (i) both A and B are constituents of one of the 

perceptually distinguishable situations (call this the  perceptual criterion ), or (ii) the ray 

connecting A and B is parallel to Standard Up and A is farther from the surface than B 

(call this the  conceptual criterion ). ‘Up above’ disapplies to an ordered pair <A, B> if either 

(i) A and B are not in the proper perceptually distinguishable relation to one another, or 

(ii) it is not the case that both the ray connecting A and B is parallel to Standard Up and 

A is further from the surface than B. 

 Assume that ‘up above’ is defi ned only for perceptible objects and only for objects 

within the national borders of the Higherian’s country. When a Higherian can perceive 

two objects at the same time then that person can perceive whether they are in the right 

perceptually distinguishable relation to one another. In addition, every Higherian can 

determine the ray that connects any two perceivable objects and can determine whether 

any two rays are parallel. Thus, if a Higherian can perceive object A and he can perceive 

object B (not necessarily simultaneously), then he can determine whether the ray that 

connects them is parallel to Standard Up. Assume that the Higherians do not know that 

their concept is inconsistent because when they can perceive two objects at the same 

time, they employ the perceptual criterion and when they cannot, they employ the con-

ceptual criterion. 

    15    Gupta ( 1999  ); see also  Weiner ( 2009  ).  
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 If the Higherians live on the surface of a spherical planet, and their nation consists of 

more than just a single point, then ‘up above’ is inconsistent. If A and B are two objects 

that are located some distance from where Standard Up intersects the surface of their 

sphere and are in the right perceptually distinguishable relation then ‘up above’ both 

applies to <A, B> and disapplies to <A, B> because they are in the right perceptually 

distinguishable relation, but the ray connecting them is not parallel to Standard Up. 

However, if the Higherians’ country is confi ned to one fl at surface of a rectangular solid, 

then ‘up above’ is consistent because it is defi ned only within their national borders. 

Hence, up above is an empirically inconsistent concept in the case where the Higherians 

live on the surface of a sphere. 

 The rules for the employment of a concept often incorporate features of the environ-

ment in which it is used in this way; if the employers of a concept are ignorant or mis-

taken about some features of their environment, then the concept in question might be 

inconsistent without their knowledge. Again, no amount of “refl ection on their con-

cepts” will inform them that their concept is inconsistent; they have to go out into the 

world and learn empirical facts to discover the conceptual inconsistency. The Higher-

ians might not realize that the concept they possess and use presupposes anything about 

the shape of the object they live on. Consider the history of human inquiry—we 

(humans) discover false empirical beliefs alarmingly often. Given the degree of our 

ignorance and error, there is a good chance that many, perhaps most, of our concepts are 

empirically inconsistent. That sobering thought should lend urgency to the task of con-

structing an adequate theory of inconsistent concepts. 

 Here is another worry I hear often: 

  There are no inconsistent concepts because it is impossible that a term obeys incompatible rules 

of employment. One reason for thinking this is that interpretation requires one to use the logic 

one endorses when interpreting another. Thus, it is inappropriate to ever attribute an inconsist-

ent concept to someone, since the interpreter would have to attribute something that defi es the 

logic she endorses.   16    Moreover, even if one could introduce a term that obeys incompatible 

rules, it would be overdetermined for every item, so it would be unemployable.   17      

 First, the claim that we interpret others as if they endorse our logical standards is simply 

false. If it were true then there would be no distinction between criticizing someone for 

failing to follow an inference rule she endorses and criticizing someone for endorsing 

the wrong inference rule. It is obvious that there is such a distinction and it plays an 

important role in philosophical discussions (e.g., debates about classical vs. intuitionistic 

vs. relevance logic). 

 Second, charity can cut both ways. One might simply introduce an inconsistent con-

cept, begin using it, and describe it as inconsistent (I did this with the concept rable). It 

seems to me that it would be quite diffi  cult to go on interpreting someone who does 

this as if they had misunderstood their own stipulative defi nition and their claims about 

    16   One can fi nd a similar objection in  Stebbins ( 1992  ).  

    17    See Gupta and Belnap ( 1993  : 13–15) for this objection; see also  Chihara ( 1984  ) for discussion.  
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it. Indeed, one might give an account of all the relevant factors in charitable interpreta-

tion and present two situations, one in which the weighted sum of all the factors is 

higher than that of the second, while in the fi rst one attributes an inconsistent concept, 

but in the second one does not. The point here is that attributing an inconsistent con-

cept is sometimes the most charitable thing to do. No matter what constraints one 

imposes on charitable interpretation (except of course, a conceptual consistency con-

straint), there will be situations in which it is more charitable to attribute an inconsistent 

concept. It would be exceedingly uncharitable to treat the Higherians, for example, as if 

they do not really mean what they think they mean by ‘up above’. The right way to deal 

with situations like this is to accept that what they think are constitutive principles are 

constitutive principles and what they think they mean is what they mean. Then the bur-

den is on the theorist to make sense of it. 

 I agree that a major problem for a theory of inconsistent concepts is showing that a 

concept can be both inconsistent and employable (i.e., not overdetermined for every 

item). I take up this task in  Chapter  9  .  

     2.3  Possessors and principles   

 One problem raised by inconsistent concepts is how they could be possessed. By far the 

most popular theory of concept possession is  concept pragmatism , which Jerry Fodor char-

acterizes in the following way: 

   The  characteristic doctrine of 20th Century philosophy of mind/language . . . was that  concept 

possession is some sort of dispositional, epistemic condition.  Maybe it’s some sort of “knowing that”; or 

maybe it’s some sort of “knowing how”; or maybe it’s a bit of both. In any case, “knowing”, 

“believing” and the like must come into the story somewhere, and what you have to know in 

order to have a concept ipso facto constitutes the concept’s content.   18      

 The central claim of concept pragmatism is that if an agent s possesses a concept c, then 

s knows something, or knows how to do something or believes something and this fea-

ture of s constitutes s’s possession of c. Let whatever epistemic or cognitive capacities s 

must have in order to possess c be c’s  possession conditions . 

 As Fodor mentioned in the passage above, one very popular view on possession con-

ditions is that they involve belief. Let us explore this idea. Assume that, for any concept 

c there is some proposition that ϕ, such that believing that ϕ is a necessary condition for 

possessing c. This account is clearly inadequate since there are many concept/principle 

pairs that fail this condition. As discussed above, the concept of mass (as defi ned in New-

tonian mechanics) has the following constitutive principles:  

      (6a)  An object’s mass = its momentum/its velocity.  

    (6b)  An object’s mass is the same in all reference frames.       

    18   Fodor (2004: 29); note that Fodor rejects concept pragmatism.  
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 Of course, it follows from these two principles that momentum/velocity is the same in 

all reference frames. But we all know that this is not correct—special and general relativ-

ity imply that momentum/velocity is relative to a reference frame and the latter is one of 

our most well-confi rmed scientifi c theories. So, despite the fact that I possess the con-

cept of mass, I do not accept or believe both (6a) and (6b). Paul Boghossian summarizes 

the point in the following passages:

  The concept itself should not be designed in such a way that, only those who believe a certain 

creed are allowed to possess it. 

 You don’t ever want the  possession conditions  for a concept to foreclose on the possible falsity 

of some particular set of claims about the world, if you can possibly avoid it. You want the pos-

sessor of the concept to be able coherently to ask whether there is anything that falls under it, 

and you want people to be able to disagree about whether there is.   19      

 There are several options for dealing with this problem. 

 Boghossian suggests that we pursue an idea proposed by Frank Ramsey of thinking of 

constitutive principles as conditionalized—following this suggestion we arrive at these 

constitutive principles for mass:  

      (7a)  If objects have mass, then an object’s mass = its momentum/its velocity.  

    (7b)  If objects have mass, then an object’s mass is the same in all reference frames.       

 If we say that (7a) and (7b) are the constitutive principles for mass, then one can believe 

them (and thereby possess the concept of mass on some views) without believing their 

consequents. So a person who thinks that mass is defective can still believe these two 

conditionals (since, presumably, the person rejects their antecedents and their conse-

quents).   20    However, I still use ‘mass’. What are the principles according to which I should 

use it? Well, presumably, they are (7a) and (7b) (plus possibly others). But I do not really 

use it according to them since I deny their antecedents. I use it, in certain circumstances, 

according to the consequents of these principles. So the constitutive principles of mass 

on Boghossian’s view do not really say anything about how I use it. Moreover, if there is 

no such thing as mass (i.e., the property signifi ed by the term ‘mass’ that obeys the two 

principles of Newtonian mechanics described above), then (7a) and (7b) are each true. 

But appeals to inconsistent constitutive principles were supposed to fl esh out what we 

mean by an inconsistent concept. Thus, the conditionalization approach does not work 

well for useful yet defective concepts like mass.   21    

 Matti Eklund also explains concept possession conditions in terms of constitutive 

principles, but he suggests that 〈ϕ〉 is a constitutive principle for a concept c iff  being 

disposed to believe that ϕ is a necessary condition for possessing c.   22    There are several 

    19    Boghossian ( 2003a  : 245) and  Boghossian ( 2003a  : 246); see also  Williamson ( 2003 ,  2006  ) for a similar point.  

    20    Boghossian ( 2003a  ); see also  Ramsey ( 1929  ) and  Lewis ( 1970  ).  

    21   To be clear, I think (7a) and (7b) are constitutive of ‘mass’, but I am arguing against the view that (6a) and 

(6b) are not constitutive of ‘mass’.  See Williamson ( 2003  ) for discussion of the conditionalization approach.  

    22    Eklund ( 2002a ,  2007  ).  
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 problems with this view. Let us consider a person, Otto, who has come to possess the 

concept of rable and realizes that it is an inconsistent concept. Assume also that Otto 

does not like the idea of accepting contradictions because he thinks that rational agents 

should avoid doing such things if at all possible. What can Otto do? If Eklund is right, 

then Otto needs to get rid of his disposition to accept the constitutive principles for 

‘rable’. Let us assume that he does rid himself of the off ending dispositions. Now that he 

is no longer disposed to accept its constitutive principles, in what sense does he still pos-

sess the concept? If Eklund is right that  being disposed to accept  is the relation between 

concept possessors and constitutive principles, then Otto no longer possesses the con-

cept once he has eliminated those dispositions. But that cannot be right. Even after 

eliminating the dispositions, it seems like he would still understand the word. Perhaps 

Eklund would amend his view so that Otto still possesses the concept because he  used to 

have  the dispositions. If that is correct, then it does not seem like anyone could ever lose 

possession of a concept. 

 Another option is to invoke a subpersonal attitude. One can say that we cognize the 

principles, which means that we feel primitively compelled to accept them even if we 

do not in fact accept them.   23    The analogy is with visual illusions—it still seems that the 

lines in the Müller-Lyer fi gure are diff erent lengths even though one does not believe it. 

The problem with this suggestion is that the principles governing mass do not seem 

true—there is no sense in which I am primitively compelled to accept them. Rather, 

I think that they are approximately true in certain circumstances. That is a big diff erence, 

and it suggests that the subpersonal view is inadequate. 

 Instead of dispositions to accept or subpersonal attitudes, one might appeal to rules 

of language. Alexis Burgess claims that this approach is better than its rivals. In particu-

lar, Burgess claims that, in the spirit of inferential role semantics, the inference rules 

(T-Intro) and (T-Elim) (mentioned in  Chapter  1  ), which allow one to infer a sentence 

from its truth attribution and vice versa, govern the use of truth predicates. He thinks 

that using a truth predicate in sincere assertions commits one to these rules and that 

semantic competence with a truth predicate is constituted by knowledge of the rules 

governing its use.   24    The problem I have with this suggestion is that it is incompatible 

with reasonable uses of inconsistent concepts. That is, for Burgess, one cannot use an 

inconsistent concept without committing oneself to contradictions. Dialetheism 

aside, it is irrational to commit oneself to contradictions. Thus, on Burgess’s proposal, 

it would be irrational to employ even very useful inconsistent concepts like mass. 

What we need is a consistent theory of inconsistent concepts that is compatible with 

the claim that we can possess  and employ  them without committing ourselves to 

contradictions.   25    

    23    See Patterson ( 2007  ).  

    24   A.  Burgess ( 2006  : 12–14).  

    25    Mackie ( 1973  : 251) compares speaking using a word that expresses an inconsistent concept to driving 

a car that would fall to pieces at ninety miles per hour but can be safely driven at more modest speeds.  
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 I suggest that instead of using cognitive relations like belief to explain the relation 

between concept possessors and constitutive principles, we should consider epistemic 

relations. Of course, knowledge is too strong since it implies belief. However, the notion 

of  entitlement , which is introduced by Tyler Burge and taken up by Boghossian and 

Crispin Wright, is perfect for the job.   26    ,     27    Burge claims that justifi cation and entitlement 

are kinds of warrant, and he off ers the following characterization:

  The distinction between justifi cation and entitlement is this: Although both have positive force 

in rationally supporting a propositional attitude or cognitive practice, and in constituting an 

epistemic right to it, entitlements are epistemic rights or warrants that need not be understood 

by or even accessible to the subject.   28      

 Entitlement is defeasible—if an agent fi nds some reason to doubt the proposition in 

question, then the warrant is lost. Entitlement is also non-evidential; as Wright puts it: 

“there is a distinction between being rationally entitled to proceed on certain supposi-

tions and the having of evidence that those suppositions are actually true.”   29    Being enti-

tled to some proposition does not require having evidence for it.   30    

 Someone who possesses a certain concept is  entitled  to the constitutive principles of that 

concept. That is, the person is warranted in believing the constitutive principles provided 

he or she has no reason to doubt them. However, one can be entitled to a principle with-

out believing it, and entitlement is defeasible. Thus, if a person has evidence to the contrary, 

then he or she is not warranted in believing the principle. In most cases, concept possessors 

will not only be entitled to the constitutive principles in question, they will also accept 

them, since they will not have any reason to doubt them. If one knows that a concept is 

inconsistent, one will reject one or more of the concept’s constitutive principles. Instead of 

accepting the concept’s constitutive principles, a person in this situation will probably 

accept similar principles that permit exceptions. For example, one might accept that  in 

non-relativistic situations  (i.e., those where the diff erence between proper mass and relativis-

tic mass is negligible) the mass of an object is the same in all reference frames.   31    

 Since entitlements are defeasible, we need to make a choice about how to use ‘entitle-

ment’. Let us say that a person is initially entitled to 〈ϕ〉 but then discovers some reason 

    26   See Burge (1993),  Wright ( 2004a ,  2004b  ), and  Boghossian ( 1996 ,  1997  ,  2003b ). There are subtle diff er-

ences between the ways these theorists use ‘entitlement’ (Wright discusses three diff erent varieties—the 

“cognitive project” variety seems most relevant to my discussion), but they do not matter for my purposes.  

    27   Two other theorists come close to suggesting entitlement as the relation between possessors and prin-

ciples:  see Eklund ( 2005  : 50), which discusses default acceptability, and  Ray ( 2002  : 166–7), which invokes 

subtle conceptual warrant.  

    28   Burge (1993: 458).  

    29    Wright ( 2004b  : 167).  

    30   To accept entitlement as the relation between concept possessors and constitutive principles does not 

commit one to accepting the doctrines Burge, Boghossian, or Wright defend. Indeed, it seems to me that 

accepting entitlement as the possessor-principle link runs counter to some of these projects.  

    31   Thinking of the relation between an agent and constitutive principles as one of entitlement represents 

a change from the account given in Scharp (2008) in which I distinguish between concept possession and 

concept employment, and I argue that someone who  employs  a concept is  committed  to its constitutive prin-

ciples. This older view I now reject is incompatible with the claim that it is reasonable to employ some 

inconsistent concepts.  
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to doubt that ϕ. That person is no longer entitled to believe that ϕ.   32    So we need a term 

that is short for ‘would be entitled provided one had no countervailing evidence’. Call 

this  quasi-entitled . Now, we can say:  

      (8)  A subject s possesses concept c iff  s is quasi-entitled to the constitutive  principles 

for c.       

 Even if speakers disagree on the constitutive principles for a given concept, this defi ni-

tion will work as long as they think there is a fact of the matter as to what the constitu-

tive principles are. If they do not think there is a fact of the matter, then the defi nition 

will need to be relativized to speakers, hearers, or linguistic communities. I say a bit more 

about this option below. 

 This view of constitutive principles is somewhat diff erent from the received view. 

First, constitutive principles need not be true. That is a welcome result since inconsistent 

concepts have constitutive principles that could not all be true. It follows that constitu-

tive principles in my sense are not cut out to explain analyticity, apriority, or necessity 

since all these notions are factive (if coherent). Second, one need not believe a concept’s 

constitutive principles to possess that concept. A person who possesses a concept and 

has no reason to think it is defective will probably believe its constitutive principles, but 

another person who possesses the concept in question and suspects that it is defective 

will probably not believe all its constitutive principles and might even believe the nega-

tion of one or more of them. Third, constitutive principles on this reading still serve as a 

guide to interpretation. If p is a constitutive principle for concept c then p contains a 

word w that typically expresses c. If a person denies p then that is good evidence that 

that person’s word w does not express c. However, it is not conclusive evidence since the 

person might think that the concept in question is defective, or might deny that p is 

constitutive for c. Fourth, whether a principle is constitutive for a concept is a status the 

principle can have or lack and it is a status that reasonable people can disagree about. 

Fifth, constitutivity is vague so there will be borderline cases. 

 A genuine problem remains: what is the source of the entitlement that is the link 

between possessors and principles? It seems to me that these entitlements stem from the 

epistemic nature of the concept’s possession conditions. Recall that the received view 

on possession conditions is that they involve an agent’s knowledge, beliefs, or abilities. 

Consider, for example, Christopher Peacocke’s infl uential discussion of possession con-

ditions as they apply to the concept square:

  For a thinker to possess the concept square (C): 

   (S1)   he must be willing to believe the thought Cm 
1
  where m 

1
  is a perceptual demonstrative, 

when he is taking his experience at face value, the object of the demonstrative m 
1
  is 

presented in an apparently square region of his environment, and he experiences that 

region as having equal sides and as symmetrical about the bisectors of its sides . . . 

    32   Thanks to Michael Miller on this point.  
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   (S2)   for an object thought about under some other mode of presentation m 
2
 , he must be 

willing to accept the content Cm 
2
  when and only when he accepts that the object pre-

sented by m 
2
  has the same shape as perceptual experiences of the kind (S1) represents 

objects as having.   33      

 This example is merely meant to illustrate what possession conditions might be like; 

although Peacocke’s account seems right in this case, nothing hinges on this. The main 

point is that an agent comes to possess a concept by acquiring certain practical abilities 

when it comes to thinking, judging, perceiving, and interpreting. Acquiring these prac-

tical abilities is a cognitive achievement. 

 For what it is worth, I prefer an interpretive approach to possession conditions, which is 

based on Donald Davidson’s hypothetical radical interpreter (described more in  Chapter 

 7  ).   34    On such a view, an agent s possesses a concept c iff  a theory of s’s beliefs and desires 

and the meanings of the sentences in s’s language entails that some of s’s beliefs or desires 

have c as a constituent. Of course, the justifi cation for this particular theory of s comes in 

the form of s’s interaction with items in the world shared by s and the radical interpreter. 

 I want to emphasize that nothing turns on accepting the interpretive view of posses-

sion conditions. Instead, the important point is that, acquiring a concept takes  eff ort  on 

the part of the agent. No matter whether one accepts Peacocke’s theory or Davidson’s 

or some other theory of possession conditions, as long as possession conditions involve 

some kind of cognitive achievement on the part of the agent in question, this is enough 

to ground the agent’s entitlement to the constitutive principles of the concepts thereby 

possessed. The agent’s process in acquiring the abilities that leads up to the agent’s pos-

session of some concept institute the agent’s entitlement to that concept’s constitutive 

principles. That is the heart of a concept-pragmatist theory of concept possession, and it 

remains intact even when one admits that some concepts are inconsistent. 

 Of course, particular views on concept possession might not be compatible with an 

acceptable theory of how one might possess an inconsistent concept. Peacocke’s theory, 

for example, requires agents to believe certain things to count as possessing a certain 

concept. That view runs in to the kind of problems mentioned above. The interpretivist 

view, on the other hand, is more holistic and capable of handling the sorts of cases that 

arise in connection with inconsistent concepts. 

 Timothy Williamson has recently objected to the claim that there is a relation between 

understanding a sentence and assenting to it. His objections are similar in spirit to the 

ones I posed above. However, he also objects to the claim that there is a relation between 

understanding a sentence and being prima facie justifi ed (non-factively) in assenting to 

it. Here is his objection: 

  Consider someone who is introduced to a long list of mutually inconsistent theories of combus-

tion, including phlogiston theory. Their content is explained without any assurance that there 

was ever any serious evidence for any of them. Irrationally, this person plumps for phlogiston 

    33    Peacocke ( 1992  : 108).  

    34   Davidson (1973).  See Peacocke ( 1992  : Ch. 1) for discussion.  
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theory and assents to its principles (unbeknownst to him, he is being infl uenced by happy asso-

ciations from early childhood of the sound of the word ‘phlogiston’). By ordinary standards, he 

is linguistically competent with the sentences of phlogiston theory and grasps the corresponding 

thoughts, but he is not even prima facie justifi ed in assenting to them, since he has no evidence, 

even by testimony, of their truth.   35      

 The idea is that even for a sentence that is a seemingly perfect candidate for being a con-

stitutive principle, a person might understand the sentence and have no reason to doubt 

it without having any justifi cation whatsoever for assenting to it. If that is right, then it 

would confl ict with my claim that concept possessors are quasi-entitled to their con-

cepts’ constitutive principles. There are several problems with Williamson’s objection, 

however. The fi rst is that being entitled to something is not a matter of having evidence 

for it. In fact, that’s the whole point of introducing the notion of entitlement. Thus, the 

person in Williamson’s example (call him Leopold) might be entitled to the constitutive 

principles for ‘phlogiston’ even though he has no evidence for them. Indeed, one might 

be entitled to a principle one does not understand. The second problem is that, presum-

ably, when the content of each theory is explained to Leopold, the explanation proceeds 

by using constitutive principles for any expressions he does not understand. Simply by 

going through the cognitive eff ort to acquire the concept of phlogiston, Leopold 

becomes quasi-entitled to its constitutive principles. Even if the one providing the 

explanation does not give Leopold any evidence for its constitutive principles, simply by 

using them to get across the meaning of ‘phlogiston’, the one providing the explanation 

quasi-entitles Leopold to those principles. For example, if Leopold later heard someone 

else reject one of these principles, then he would probably take this to be evidence 

that that person means something else by ‘phlogiston’. Therefore, I do not see that 

 Williamson’s example casts any doubt on the account of constitutivity presented here.  

     2.4  Pragmatics and constitutive principles   

 We can understand what it is to treat a principle as constitutive for a certain concept 

by the role this status has in interpretation. Imagine an interlocutor (call her Iris in 

what follows) in a conversation with strangers who Iris takes to be speakers of a cer-

tain language. She takes all parties to be quasi-entitled to all the constitutive principles 

of all the concepts expressible by words of the language in question.   36    Focus on a par-

ticular concept c expressed by a word w. If Iris does not take c to be inconsistent, then 

she attributes commitments and entitlements to all c’s constitutive principles to all 

parties. If Iris knows that one of her interlocutors takes c to be inconsistent but she 

does not, then she attributes entitlements to c’s constitutive principles to this person, 

but not the associated commitments.   37    If Iris takes c to be inconsistent, but does not 

    35    Williamson ( 2008  : 81).  

    36   One might think of this as what Davidson calls a  prior theory ; see Davidson (1986).  

    37   This might happen as well if she knows that an interlocutor explicitly rejects that some claim is a con-

stitutive principle for c.  
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have any reason to believe that her fellow interlocutors realize this, then she attributes 

commitments to c’s constitutive principles to everyone, but not the associated entitle-

ments. Finally, if she thinks c is inconsistent and knows her interlocutors agree with 

her, then she will attribute neither commitments nor entitlements to c’s constitutive 

principles. 

 Let us look at the consequences of rejecting a constitutive principle from a pragmatic 

perspective. When a speaker denies a principle that the hearer takes to be constitutive of 

a concept that the hearer takes the speaker to be using, this is an interpretive “red fl ag.” 

After all, the hearer will take the speaker’s denial of what the hearer takes to be a consti-

tutive principle as evidence that the hearer is misinterpreting the speaker. So, when a 

speaker denies one of these, the hearer has to either take the principle off  the conversa-

tional record or change the interpretation of the word in question. Either way, when a 

speaker denies a constitutive principle, the hearer is not just engaging in business as 

usual—adding something to the record. 

 To be more precise about exactly how this notion of constitutive principle fi ts with 

prevailing pragmatic theories, consider David Lewis’s scorekeeping model and Craige 

Roberts’s development of it. Lewis begins with an analogy between the score in a base-

ball game and the score in a conversation. One can model the score in a baseball game as 

a septuple with entries for visiting team runs, home team runs, half of the inning, inning, 

strikes, balls, and outs.   38    Rules of baseball then come in four kinds: 

      (i)   Specifi cations of the kinematics of score : these are rules that specify how the score 

changes over time in response to the behavior of players (e.g., a home-team 

runner crossing home plate without being tagged out as the result of a hit or 

steal increases the home team runs by one).  

    (ii)   Specifi cations of correct play : these are rules that specify what is permissible and 

obligatory behavior for the players as determined by the score (e.g., if in the 

top half of an inning, the outs reaches three, then the home team players leave 

the fi eld, while the visiting team players take the fi eld).  

    (iii)   Directive requiring correct play : all players ought to obey the specifi cations of cor-

rect play at all times.  

    (iv)   Directives concerning score : players try to make the score change in certain ways 

(e.g., visiting team players try to increase the visiting team runs, visiting team 

players try to prevent home team runs from increasing, and in the bottom half 

of innings, visiting team members try to increase the outs).   39       

 Lewis suggests that conversations can be usefully modeled along the same lines. The 

conversational score consists of a mathematical structure that includes “sets of presup-

    38   Notice that Lewis’s formulation is incomplete since it does not account for runners, batting order, 

pinch hitters, etc., all of which might aff ect specifi cations of correct play and directives concerning 

score.  

    39    Lewis ( 1979  : 236).  
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posed propositions, boundaries between permissible and impermissible courses of 

action, and the like.”   40    The four types of rules carry over:

      (i)  Conversational score changes in a rule-governed way in response to the behav-

ior of participants (e.g., when an assertion is accepted by everyone, the proposi-

tion asserted gets added to the common ground).  

    (ii)  Acceptable behavior for the participants at any stage in the conversation is 

determined by the score (e.g., it is unacceptable to assert something that has 

already been accepted by everyone).  

    (iii)  Participants are expected to cooperate by following the rules for acceptable 

behavior.  

    (iv)  Participants try to change the score in certain ways (e.g., a speaker attempts to 

get others to accept what she believes by making assertions in the hopes that 

they are accepted and added to the common ground).    

 The beauty of Lewis’s model is that it is not restricted to assertions—it is able to handle 

commands, questions, suppositions, challenges, promises, and a wide range of other dis-

course actions; it also allows information to come off  the record through retraction or 

accommodation. It has been used to explain a variety of pragmatic phenomena.   41    

 Roberts expands Lewis’s model and fi lls in many of the details for dealing with non-

assertoric utterances. According to Roberts, the conversational score consists of the 

 following structures (these should be thought of as relativized to a time t): 

      (i)  I: a set of  interlocutors  at time t  

    (ii)  G: a function from pairs of individuals in I and times t to sets of  goals  in eff ect 

at t such that for each i∈I and each t, there is a set, G(<i, t>), which is i’s set of 

goals at t  

    (iii)  G 
com

 : the set of  common goals  at t; i.e., {g| for all i ∈I, g ∈G(<i, t>)}  

    40    Lewis ( 1979  : 238).  

    41   Robert Brandom off ers a novel variant of Lewis’s model, which takes as primitives the notions of 

 deontic status  and  deontic attitude . Statuses come in two fl avors:  commitments  and  entitlements . The former are 

similar to responsibilities and the latter are similar to permissions. There are three types of attitudes:  attribut-

ing ,  undertaking , and  acknowledging . One may attribute, undertake, and acknowledge various commitments 

and entitlements. There are several diff erent kinds of commitments that correspond to aspects of discursive 

practice.  Doxastic commitments  correspond to assertions and beliefs,  inferential commitments  correspond to rea-

sons, and  practical commitments  correspond to intentions. The members of a discursive practice keep track of 

each other’s commitments and entitlements. At a given moment in a conversation, the score is just the set of 

commitments and entitlements associated with each participant. Each member of the conversation keeps 

score on all the participants (including herself  ). Every time one of the participants undertakes (implicitly 

adopts), acknowledges (explicitly adopts), or attributes (takes another as if he adopts) a commitment or 

entitlement, it changes the score. Moreover, each participant keeps two sets of books on the other 

 participants—one for the commitments and entitlements of that participant according to what that partici-

pant accepts, and one for the commitments and entitlements of that participant according to what the 

scorekeeper accepts.  See Brandom ( 1994 ,  2001  ) for details; see also  Lance and Kremer ( 1994  , 1996),  Lance 

( 1998 ,  2001  ), Lance and Kukla (2009), Restall (2008, 2009), and John MacFarlane’s program GOGAR 

(Game of Giving and Asking for Reasons) at < http://johnmacfarlane.net:9094/ >.  

http://johnmacfarlane.net:9094/
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    (iv)  M: the set of  moves  made by interlocutors up to t with the following distin-

guished subsets—A, the set of assertions; Q, the set of questions; R, the set of 

requests; and Acc, the set of accepted moves  

    (v)  <: a total order on M that refl ects the chronological order of moves  

    (vi)  CG: the  common ground ; i.e., the set of shared presupposed propositions at t  

    (vii)  DR: the set of  discourse referents ; i.e., the ontological commitments of the claims 

in CG   42     

    (viii)  QUD: the set of  questions under discussion  at t; i.e., a subset of Q∩Acc such that 

for all q∈QUD, CG does not entail an answer to q and the goal of answering 

q is a common goal.    

 On Roberts’s model, the conversational score is updated in the following ways: 

      (i)  Assertion: if an assertion is accepted by all the interlocutors, then the proposi-

tion asserted is added to CG.  

    (ii)  Question: if a question is accepted by all the interlocutors, then the set of 

propositions associated with the question is added to QUD. A question is 

removed from QUD iff  either its answer is entailed by CG or it is determined 

to be unanswerable.  

    (iii)  Request: if a request is accepted by an interlocutor, i, then the goal associated 

with the request is added to G 
i
 , and the proposition that i intends to comply 

with the request is added to CG.    

 One nice aspect of Roberts’s model is that it relates the conversational score back to 

Grice’s original insight that participating in a conversation is a rational enterprise—each 

participant has certain beliefs and desires, and each participant engages in the conversation 

to rationally further her ends. The common goals of the conversation and the question 

under discussion are meant to help explain why the participants are engaging in a conver-

sation at all, and why they pursue their own particular strategies in the conversation. These 

structures also allow Roberts’s model to explain the pragmatic signifi cance of questions 

and commands. Roberts’s model is relatively new, but she uses it to explain recalcitrant 

data pertaining to demonstratives, anaphora, defi nite descriptions, ellipsis, and prosody.   43    

 To illustrate, assume that Moe takes a principle p to be constitutive of some concept c 

expressed by a word w. How can we explain this in scorekeeping terms? I think the best 

way to do that is to say that Moe has adopted a scorekeeping commitment—that is, he 

has committed himself to keeping score on other rational entities that use w in a certain 

way. This is a practical commitment—a commitment to follow certain courses of action 

in certain circumstances. In particular, Moe is committed to using acceptance of p as a 

test for whether he and his interlocutor mean the same thing by w. As Moe keeps score in 

a conversation, he uses his scorekeeping commitment in several diff erent ways. First, he 

    42   This element plays a role in modeling anaphora.  

    43    See Roberts (1996,  1998 ,  2002 ,  2003  , 2004, 2005, 2010).  
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will initially refuse to accept an assertion if he perceives it to confl ict with the  acceptance 

of p. That is, he will not add a proposition to the common ground if it is inconsistent with 

p. Second, he will initially refuse to accept a question if he perceives it to confl ict with the 

acceptance of p. That is, he will not add a question to the questions under discussion if 

that question presupposes the negation of p. Third, he will initially refuse to accept a 

request if he perceives it to confl ict with the acceptance of p. That is, he will not add a 

goal to the common goals if the request for that goal presupposes the negation of p. Moe’s 

refusal to engage in these scorekeeping activities can be overridden if the interlocutor in 

question makes a good case for rejecting p. Here, the strength of Moe’s commitment will 

probably play a role. That is, scorekeeping commitments, like other kinds of commit-

ments, are held to diff erent degrees. If Moe strongly holds that p is constitutive of w, then 

it will take more convincing to get him to play along and keep score in accordance with 

the interlocutor’s moves. A weakly held constitutive principle might be given up with-

out any convincing or even any protest by Moe. Of course, how strongly Moe holds a 

constitutivity claim will depend on his interests, which are represented as his goals in the 

conversation. If he really wants to achieve some goal that is at stake in the conversation, he 

might be more willing to acquiesce to an interlocutor who uses w but denies p. Below, I 

fl esh out this talk of how strongly or weakly a constitutive principle is held. 

 The key idea is that when Moe participates in a conversation, he keeps score 

 transparently —without consciously thinking about the meanings of the words used 

by himself or his interlocutors. If he perceives a violation of a constitutive principle, 

then his transparent scorekeeping is interrupted and he thinks explicitly about what 

his interlocutor(s) mean by a certain word. That is what I mean by saying that vio-

lating a constitutive principle is an “interpretative red fl ag.” He might ask the person 

in question about the word and what the person means by it. They might even 

engage in a debate about what the word means or consult a dictionary as long as 

both of them are willing to defer to this sort of authority.  

     2.5  Competence and constitutive principles   

 In this last section, we need to be a bit more careful about the distinction between a 

 proposition  constitutive for a  concept  and a  sentence  being constitutive for a  word . So far 

I have used the neutral term ‘principle’ to cover both cases.   44    However, there is a signifi -

cant diff erence between possessing a concept and being competent with a word. As 

such, we can reformulate (8) from above as two claims:   

      (9a)  A subject s possesses concept c iff  s is quasi-entitled to the constitutive proposi-

tions for c.  

    (9b)  A subject s is competent with a word w iff  s is quasi-entitled to the constitu-

tive sentences for w.       

    44   I do not want to rule out constitutive inferences or constitutive abilities, but I do not focus on them 

in what follows.  
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 I am thinking of concepts as constituents of propositions and words as constituents of 

sentences. There is, of course, a tight connection between them:   

      (10a)  If a proposition p is constitutive of a concept c, and a sentence s expresses p and 

a word w (which is a constituent of s) expresses w, then s is constitutive for w.  

    (10b)  If a sentence s is constitutive of a word w, and s expresses a proposition p and 

w expresses a concept c, then p is constitutive for c.       

 Here we encounter a problem. (9a) and (9b) are not very helpful for deciding whether a 

person possesses a concept or is competent with a word. For the most part, we reason in 

the left-to-right direction of these biconditionals. How, then do we decide whether a 

person possesses a concept or is competent with a word? 

 Two features of the account emphasized so far exacerbate the problem. First, there is 

no particular proposition one must believe in order to possess a certain concept, and 

there is no particular sentence one must hold true in order to be competent with a cer-

tain word. It seems to me that for any concept (word) and any proposition (sentence), one 

can always come up with examples where a person obviously possesses the concept (is 

competent with the word) even though that person rejects the proposition (does not 

hold true the sentence). Williamson in particular has argued (persuasively in my view) 

that “No given argument or statement is immune from rejection by a linguistically com-

petent speaker.”   45    The account of constitutivity I endorse is compatible with this point. 

 When a speaker rejects what a hearer takes to be a constitutive principle, the hearer 

need not conclude that the speaker is not competent with the word in question. A 

hearer will consider: (i) the speaker’s recognition that the principle is taken to be consti-

tutive for the concept in question by other members of the community, (ii) the speaker’s 

reasons for either saying that the principle is not constitutive for that concept or saying 

that the concept is legitimate, (iii) the speaker’s recognition that the concept is taken to 

be legitimate by other members of the community, and (iv) the speaker’s recognition 

that the word in question is taken to express the concept in question by other members 

of the community. If any of these fail, chances are that the hearer will conclude that the 

speaker is not competent with the word in question or the concept in question or both. 

 Second, in my reply to Fine and Earman above, I argued that if one is competent with 

a word (possesses a concept) then there are some constitutive sentences containing that 

word (propositions with that concept as a constituent) that one holds true (accepts). I 

think this principle holds in general even for defective concepts like truth and mass. For 

example, (other things being equal) someone competent with ‘mass’ should hold true 

the sentence ‘if Newtonian mechanics were true, then mass would be identical to 

momentum over velocity’. This point follows from concept pragmatism—if an agent 

possesses a concept (is competent with a word), then there is something the agent accepts 

or knows how to do that is somehow associated with that concept. Whatever these turn 

    45    Williamson ( 2008  : 97); see the examples of Peter and Stephen in  Williamson ( 2008  : 85–98).  



inconsistent concepts 55

out to be, some of them will be constitutive. We certainly make judgments that a par-

ticular person is not competent with a word (does not possess a concept) and we do it 

based solely on evidence from conversations with the person in question. My claim is 

that whatever such a person fails to do can be construed as not accepting enough consti-

tutive principles for the concept (word) in question. 

 Putting these two points together, someone who possesses a given concept (is com-

petent with a given word) accepts some of its constitutive propositions (sentences), but 

need not accept any particular one of its constitutive propositions (sentences). It would 

be helpful to be able to model these messy features of our discursive practice so that we 

could have a more substantive answer to the question of when a person possesses a con-

cept (is competent with a word) that invokes acceptance of constitutive principles. 

 Let us return to Moe. I suggest that for each word Moe understands (concept he pos-

sesses), there is a set of sentences (propositions) he takes to be constitutive for that word 

(concept) and, for each principle in that set, Moe holds that it is constitutive of the word 

(concept) in question to a certain degree that we might represent as a subjective proba-

bility. Call this the  constitutivity credence . This is not the subjective probability Moe 

attaches to a principle, but rather the subjective probability he attaches to the claim that 

that principle is constitutive of the word (concept) in question. Of course, Moe might 

not have any credences for such claims; in that case, we would have to work out his con-

stitutive credences by considering how he keeps score on others in conversation. In 

addition, for each word (concept), there is a certain  constitutivity threshold . For a given 

word, w, if the sum of the constitutivity credences for sentences taken to be constitutive 

for w by Moe that are rejected by one of his interlocutors is greater than the constitutiv-

ity threshold for w, then Moe takes the interlocutor’s word to mean something else or 

nothing at all (the same holds for concepts). An interlocutor rejecting any principle 

Moe takes to be constitutive of some word (concept) jumps Moe from the transparent 

mode of scorekeeping into what we might call the semantic mode, where he tries to 

determine whether the interlocutor means the same thing as he does by the word in 

question. Depending on his interests, he might: (i) initiate a conversation to investigate 

the matter, (ii) keep quiet and gather more evidence by continuing the conversation, or 

(iii) let it pass without comment if he does not care enough to fi gure it out. The fact that 

an interlocutor uses a given word at all is some evidence that he or she is competent 

with that word and possesses the concept conventionally associated with it. I take it that 

Moe, like most of us, treats his interlocutors as competent with the words they use until 

countervailing evidence overturns his assumption. 

 Diff erent subjects might assign diff erent values to principles for concept/word pairs. 

Of course, getting with the herd on this matter facilitates communication and so is 

pragmatically benefi cial. The same goes for thresholds. Speakers might disagree about 

which principles are constitutive for which words/concepts. In fact, it seems to me that 

many philosophical disagreements take this form. One might think that it is unrealistic 

to think that speakers keep track of constitutivity credences and thresholds, but I think 

it is not too hard to come up with examples. If Karl knows that Maude takes ‘marriage 
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is between a man and a woman’ to be constitutive for ‘marriage’, then Karl can predict 

that she will balk when John says that his friend who is a woman got married to 

another woman. 

 There is, of course, much more that could be said about this account of constitutive 

principles, but this should do for my purposes. This model is intended to be descrip-

tive—we behave as if we use constitutivity credences and constitutivity thresholds. The 

point of the theory in this context is to serve as background for a theory of inconsistent 

concepts in general and for an inconsistency approach to the aletheic paradoxes in 

particular. 

 To illustrate the effi  cacy of this theory of constitutivity, consider an objection to the 

epistemic view of the relation between concept possessors and constitutive principles 

from Alexis Burgess: 

  The main problem with this suggestion, it seems to me, is that it fails to capture the sense in 

which the T schema commands our assent. In particular, it fails to accommodate the fact that we 

often continue to be vexed by the liar paradox even after we’ve agreed that some off ending 

instance of the T schema can’t be true. . . . Even after we’ve agreed that some off ending instance 

of the T schema can’t be true, the “pull” of the paradox may persist unabated. We may still feel 

committed to the off ending instance in virtue of our semantic competence with the truth 

predicate.   46      

 With the above account of constitutivity, we have the resources to reply to this objec-

tion. If one found oneself thinking that truth is an inconsistent concept, that the instances 

of T-schema for paradoxical sentences are constitutive but false, and one still felt com-

pelled to accept them by virtue of one’s competence with the truth predicate, then my 

diagnosis would be that one’s constitutivity credence for the T-schema (or the off ending 

instances of it) is set too high given one’s threshold for ‘true’. As a person in this situation 

interprets herself, she takes all the instances of the T-schema to be constitutive for ‘true’, 

but she rejects some of them, and the sum of the constitutivity credences she assigns to 

the rejected instances surpasses the constitutivity threshold she has adopted for ‘true’. As 

a result she feels compelled to either accept the instances of the T-schema or treat herself 

as incompetent with ‘true’. What has happened is that she has found a problem with her 

scorekeeping commitments. The solution is to either lower her constitutivity credence 

for the instances of the T-schema in question or raise her constitutivity threshold for 

‘true’. Because scorekeeping commitments are just practical commitments, this is a 

practical dilemma where she has committed herself to incompatible courses of action. 

The solution is to stop doing that, or to behave in such a way as to minimize the likeli-

hood of that happening. I am not assuming that these kinds of changes are easy to insti-

tute or that they take eff ect immediately, but with some practice one can get the hang of 

changing one’s scorekeeping habits.      

    46   A.  Burgess ( 2006  : 7–8).  



   In the previous chapter, I introduced inconsistent concepts. In this one, I argue that 

truth is an inconsistent concept. This chapter contains one argument, which I dub the 

 obvious argument  because it is the standard type of reasoning one gives for the claim that a 

concept is inconsistent—for example, it is analogous to the arguments found in the last 

chapter concerning ‘rable’ and the like. The next chapter contains several other argu-

ments that depend on the revenge paradox phenomenon. 

 One might expect to fi nd in these chapters a straightforward argument to the eff ect 

that an inconsistency view is better than all its rivals. However, it is rather diffi  cult to 

make explicit the standards for what counts as a better view. Moreover,  any  approach to 

the aletheic paradoxes is going to be  bad  in the sense that it requires that we give up 

some of our well-entrenched beliefs. An honest thinker will echo Winston Churchill by 

admitting that his or her favored approach is the worst approach to the aletheic para-

doxes, except for all the others that have been tried from time to time. So the best one 

could do is give a straightforward argument that the inconsistency approach is the least 

bad of the alternatives, and that is probably not going to be very convincing at all. 

Instead, I prefer less literature-driven arguments, to which I now turn. 

 The most intuitive argument for the claim that truth is an inconsistent concept is that 

(T-In) and (T-Out) are constitutive of truth, and the liar paradox shows them to be 

inconsistent as long as we can reason classically and formulate liar sentences (which 

requires only arithmetic). That is exactly the kind of argument used to show that ‘rable’, 

‘mass’, and ‘up above’ are inconsistent. Of course, every approach to the liar paradox 

except those in the inconsistency category is designed to avoid this very argument. So, 

let us consider how plausible these moves are.  

     3.1  Monsters   

 First, one might attempt a monster-barring strategy. Let us look at a couple of 

examples. 

             3 

The Obvious Argument   
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 Laurence Goldstein has long endorsed a monster-barring approach. In a recent paper 

on this topic,  Goldstein ( 2009  ), he insists that statements are the only truth-bearers, and 

that sentences can be used to make statements, but sentences are not the right kind of 

thing to be true or false. He provides no evidence for this view, and rests his case entirely 

on an appeal to Strawson’s authority.   1    However, people frequently attribute truth to 

sentences regardless of how those sentences are used. For example, many linguists and 

philosophers of language care about the semantic features of  sentences  belonging to a 

particular language and not just the ones that happen to be used. Instead, they are after a 

compositional theory of meaning (e.g., truth conditions in one of the most familiar and 

widely used theories) for all the syntactically well-formed sentences of a language. That 

theory might require specifying the kinds of information from a context of utterance 

that would be relevant to determining a proposition expressed on an occasion of use 

(which is what Goldstein means by ‘statement’). But there is no sense in which semanti-

cists only care about sentences that actually happen to get used. Indeed, one of the 

dominant traditions in semantics presupposes that sentences of particular languages 

have truth conditions—conditions under which they are true or false. Thus, if we take 

the science of linguistics seriously (and in the Chapter 4, I argue that we should), then 

we should admit that sentences can be true or false. 

 Still, let us see Goldstein’s view. The basic idea is that paradoxical sentences cannot be 

used to make statements, and so are neither true nor false. He writes: 

  Trying to reveal, by giving truth conditions, the identity of a statement made by the use of 

[(TT), which is ‘(TT) is true’] results only in the unrevealing ‘(TT) is true iff  (TT) is true’. Simi-

larly, the attempt to identify what statement is made by the use of (L´) [i.e., ‘(L´) is false’] by 

specifying its truth conditions results only in ‘(L´) is true iff  ~(L´) is true’. Both of these bicon-

ditionals are uninformative, so no statements are identifi ed by them and it remains in doubt 

whether there are any statements made by the use of (TT) or (L´).   2      

 It is hard imagine that Goldstein really advocates something like this because informa-

tiveness is clearly relative to an agent. What is informative to one person might not be 

informative to another. For example, someone who understands English and is compe-

tent with all the relevant English expressions will fi nd the T-sentence ‘ ‘snow is white’ is 

true iff  snow is white’ uninformative. Should we conclude that an utterance of ‘snow is 

white’ fails to make a statement? Of course not. 

 We do get some additional discussion of this issue when Goldstein considers whether 

a paradoxical statement results if we let ‘S’ be the name of the statement that S is not 

true. Goldstein writes,

 That S is not true  has a truth-value diff erent from that of S. Hence ‘S’ cannot be the name of the 

statement that S is not true. So the stipulation was unsuccessful. Since the choice of the name ‘S’ 

was arbitrary—any letter could have been used—the conclusion, stated in full generality, is that 

there can be no statement that says of itself that it is not true.   3   

    1    Goldstein ( 2009  : 382).  

    2    Goldstein ( 2009  : 383).  

    3    Goldstein ( 2009  : 385).  
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The problem is in the fi rst sentence. To conclude that S and the statement that S is not 

true have diff erent truth values, one must appeal to the biconditional ‘S is true iff  S is 

not true’. But this biconditional is a classical contradiction—from it we can conclude 

anything, even that S and the  statement that S is not true have the same truth value. No 

one should rely on what can be derived from an obviously inconsistent claim. 

 A consequence of Goldstein’s approach is that contradictions cannot make state-

ments and so are neither true nor false. His reason is that since nothing can satisfy incon-

sistent conditions, contradictions are not about anything. Thus, they cannot make 

statements. For example, the sentence ‘grass is green and grass is not green’ is, despite 

appearances, not about grass because nothing could be both green and not green.   4    The 

obvious objection is that given the meanings of the expressions in these sentences and 

standard principles of compositionality, these sentences are false. Goldstein’s reply: “But 

just consider how we should judge someone who persists in uttering ‘Grass is green and 

grass is not green’ and other such contradictions. His problem is far graver than percep-

tual error. He has completely lost the plot. He takes away with one hand what he gives 

with the other and so neither gives nor takes anything.”   5    It is hard to know how to 

respond to these considerations, which are a good example of the kind of reasoning that 

one fi nds throughout Goldstein’s writings about the aletheic paradoxes. I will say that 

I do not fi nd them the least bit convincing (and I hope the reader does not either), espe-

cially since they purport to refute one of the most successful programs in the scientifi c 

study of natural language (i.e., truth-conditional semantics). For this reason and those 

given above, I do not see any hope for a view like Goldstein’s. 

 Another recent monster-barring approach, by Bradley Armour-Garb and James 

Woodbridge, takes paradoxical sentences to be meaningless.   6    Armour-Garb and 

 Woodbridge distinguish between two diff erent kinds of understanding to forestall the 

objection that we clearly understand many paradoxical sentences. For example, the 

predicate ‘is a complete sentence in section 3.1 of Scharp’s  Replacing Truth  whose fi rst 

letter is an ‘E’ ’, can be used to construct a version of the liar paradox. 

  (E)  Every complete sentence in section 3.1 of Scharp’s  Replacing Truth  whose fi rst 

letter is an ‘E’ is false.   

 The fact that the previous sentence is the only complete sentence in this section to 

begin with an ‘E’ is a contingent fact about that sentence. If I had chosen to place it in a 

diff erent section or if I had included some other sentences in this section, then it might 

not have uniquely satisfi ed that empirical predicate and, thus, it would not have been 

paradoxical. Nevertheless, it does not seem like one would have to know the fi rst letter 

    4    Goldstein ( 2001  : 120).  

    5    Goldstein ( 2001  : 120).  

    6   Armour-Garb and Woodbridge (forthcoming). Their view is meant to dovetail with their particular 

version of defl ationism, but they are clear that it could be accepted by anyone who shares their views on 

meaning.  
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of every complete sentence in this section before one could know the syntactic, seman-

tic, pragmatic, and inferential properties of an utterance of (E).   7    

 Armour-Garb and Woodbridge claim that we understand (E) in one sense but in 

another sense we do not understand it. They liken this distinction to the character/ 

content distinction in semantics.   8    The  character  of a sentence containing an indexical 

expression like ‘I am an atheist’ is invariant, but its  content  varies depending who utters 

the sentence. If someone just reads or hears the sentence without knowing who pro-

duced it, then that person understands the sentence in the sense of knowing its character 

but not its content. However, someone who knows that Kevin Scharp produced it 

understands the sentence in the stronger sense of knowing its content. Armour-Garb 

and Woodbridge are careful to say that the case of indexicals is simply meant to illustrate 

that there are diff erent kinds of understanding—they do not claim that these two kinds 

of understanding are the ones relevant to their approach to the aletheic paradoxes. 

Instead they claim, “There is an important sense of content that a sentence can have that 

involves the sentence specifying conditions that can obtain or not. We call such condi-

tions, M-conditions.”   9    They are clear that M-conditions are not truth conditions, but 

instead are more basic than truth conditions. If a person knows the logical form of a 

sentence and the meanings of all its constituent expressions, then that person under-

stands it in the weak sense (understanding  
2
 ). A person understands a sentence in the 

strong sense (i.e., understanding  
1
 ) if that person knows its M-conditions. Associated 

with the two kinds of understanding are two kinds of meaningfulness as well. 

 The central claim of their view is, “it turns out that any M-conditions specifi ed by an 

instance of truth-talk must be a function of conditions specifi ed by the supposed con-

tent-vehicle that is putatively denoted in that instance of truth-talk.”   10    The idea is that 

any sentence containing ‘true’ acquires its content (or M-conditions) from the contents 

of the sentences referred to or quantifi ed over by expressions in that sentence. For exam-

ple, ‘ ‘grass is green’ is true’ inherits its M-conditions from those of ‘grass is green’. For 

Armour-Garb and Woodbridge, when we try to fi gure out the M- conditions for a liar 

sentence, we end up being led right back to that very sentence. Thus, “the process repeats 

and repeats without ever grounding out.”   11    Although they do not quite put it this way, 

they are endorsing the claim that only grounded   12    sentences can be understood 
1
  (and thus 

are meaningful 
1
 ), whereas ungrounded sentences can be merely understood 

2
  (and 

    7   Did you look at every sentence in this section to confi rm? If so then you now have a great example of 

knowing the syntactic, semantic, pragmatic, and inferential features of a sentence without knowing whether 

it is paradoxical. Think for a moment how bizarre it would be to say that while you were perusing the other 

sentences of this section looking for ‘E’s, you were learning about that sentence’s syntactic, semantic, prag-

matic, or inferential properties.  

    8    See Kaplan ( 1989  ) and  Ch.  8  .  

    9   Armour-Garb and Woodbridge (forthcoming: §1).  

    10   Armour-Garb and Woodbridge (forthcoming: §1).  

    11   Armour-Garb and Woodbridge (forthcoming: §1).  

    12   Following  Kripke ( 1975  ), by ‘grounded’ I mean the sentences whose truth values are determined by 

the truth values of the sentences not containing occurrences of the truth predicate (i.e., those that have a 

truth value in the minimal fi xed point).  
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are merely meaningful 
2
 ). This view is not new,   13    but Armour-Garb and Woodbridge give 

it a diff erent twist with the distinction between kinds of understanding and meaning. 

 The major problem with their view is the distinction between two kinds of meaning and 

two kinds of understanding. These are just made up by Armour-Garb and  Woodbridge and 

have no basis in any theory of meaning or understanding.   14    It also has no empirical support 

whatsoever. Imagine putting sentence (E) in a diff erent section. According to them it would 

go from merely having meaning 
2
  to having meaning 

1
 . But there would be no discernible 

diff erence in our understanding of it. Moreover, standard theories of meaning advocated 

and applied by linguists and philosophers of language admit of no such distinction.   15    In 

addition, there is no reason to think that truth predicates are subject to the restrictions 

Armour-Garb and Woodbridge advocate. There are many ungrounded but non-paradoxi-

cal sentences (e.g., ‘no sentence is both true and false’). If Armour-Garb and Woodbridge 

were right, then these would have no meaning 
1
 . It follows from their view that “they do not 

have anything, by way of content, that one can accept or affi  rm.”   16    If they were right, then 

the entire debate over bivalence, dialetheism, and many other views in philosophical logic 

and the philosophy of language would be illusory—there would be nothing for the partici-

pants in these debates to accept, reject, defend, or attack. Finally, because participants in 

conversations often do not have access to what Armour-Garb and Woodbridge call the 

M-conditions of sentences containing ‘true’, all the action is with meaning 
2
 . That is what 

participants in conversations grasp and use to update the conversational score and the com-

mon ground. That is what they use to identify entailments, presuppositions, and implicatures 

of sentences uttered. That is what people accept or reject, believe or disbelieve. Accordingly, 

meaning 
2
  is what semantic theories and pragmatic theories target. Thus, even if we set aside 

the fact that the distinction Armour-Garb and Woodbridge draw is totally unmotivated and 

empirically unsupported, it would not do the kind of work they want it to do. 

 In sum, monster-barring approaches have an undeniable appeal—if one were success-

ful, then it would easily put an end to all the complex and diffi  cult work involved in speci-

fying a logic and a semantics for natural-language truth predicates. However, a successful 

monster-barring strategy cannot be just a made-up condition on meaningfulness or 

expressing a proposition or making a statement (or whatever) that paradoxical sentences 

fail to meet. One has to motivate it—show that sentences that meet it are intuitively 

meaningful (or whatever) and sentences that do not meet it (other than the paradoxical 

ones) are intuitively meaningless.   17    Moreover, simply saying that paradoxical sentences 

lead to paradoxes is not a legitimate justifi cation—the fact that they have been thought to 

be paradoxical is actually evidence that they  are  grammatical, contentful, assertible, and 

supposable. Otherwise, no one would think they pose any kind of problem. 

    13    Grover ( 1976 ,  1977  ) and  Brandom ( 1994  ) advocate this view; see Scharp (2009b) and Brandom 

(2009b) for discussion.  

    14   I am talking about the distinction between knowing a sentence’s M-conditions (understanding 
1
 ) and 

knowing the logical form and meanings of its constituents (understanding 
2
 ),  not  about the distinction 

between character and content.  

    15    See Chierchia and McConnell-Ginet ( 2000  ) for a survey.  

    16   Armour-Garb and Woodbridge (forthcoming: §6).  

    17    Weir ( 2000  ) makes this point well.  
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 Unfortunately, there is no such condition. There are, of course, plenty of theories of 

grammar, meaning, assertion, and inference, but I am not unaware of any that justify a 

monster-barring approach. One would need, for example, an independently motivated 

theory of meaning that entails that some sentences are rendered meaningless by seemingly 

inconsequential empirical facts, like the placement of sentence (E) in this book. Because 

this claim is so implausible, I doubt that any such theory could be empirically motivated. In 

addition, any successful monster-barring strategy would need to give an account of some-

thing like the syntax, semantics, pragmatics, and inferential role for the things that  fail  to 

meet the condition, given that they are bandied about in a way that calls for theories of 

these features. That is, people treat these sentences as if they are grammatical, meaningful, 

assertible, and supposable. The claim that they are meaningful, for example, explains many 

things about how humans interact with them. We certainly utter these sorts of sentences 

and take them to have contents, express propositions, and so on. We take them to have 

inferential roles. We take one another to have propositional attitudes with these contents. 

We fi gure out what we take to be their meanings by considering the meanings of their 

constituents, and we fi gure out what we take to be the meanings of compounds containing 

them by considering what we take to be their meanings. A proponent of a monster-barring 

approach would need to fi nd some way of explaining all these things that is just as good 

(if not better) than our current explanations.   18    So far, nothing like this has emerged. I take 

these reasons to be conclusive against these approaches, and I do not consider them again.  

     3.2  In and out   

  The second way of avoiding the obvious argument is to deny that (T-In) and (T-Out) 

are constitutive of truth predicates. But think how odd it would be to participate in a 

conversation where an interlocutor asserts that some declarative sentence is true but also 

asserts the negation of that sentence (or asserts a sentence and that it is not true). It 

would be hard to know how to interpret such an utterance. Indeed, one might wonder 

whether one had heard the person properly. At a bare minimum, experiencing some-

thing like this should make one question whether the interlocutor means what we 

mean by ‘true’. And that is exactly what it takes for a principle to count as constitutive 

on the account given in  Chapter  2  . 

 One might protest: many philosophers (e.g., expressivists) are willing to assert sentences 

like ‘murder is wrong’ together with ‘ ‘murder is wrong’ is not true’, but surely they count 

as competent users of the word ‘true’ with its standard meaning. Fair enough, I am not 

claiming that denying one of truth’s constitutive principles is tantamount to using ‘true’ 

with a non-standard meaning. However, I am saying that this would be prima facie evi-

dence of a non-standard meaning. In the case of the moral expressivist, one’s concerns 

about mutual understanding would be put to rest after a conversation about the truth apt-

ness of sentences containing moral terms. Remember, I do not think that accepting all 

    18   See Field (2008a: 12–13) for similar considerations.  
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truth’s constitutive principles is a necessary condition for possessing the concept of truth 

or for being a competent user of a truth predicate. So the fact that moral expressivists reject 

one of truth’s constitutive principles (i.e., (T-In)) does not show that (T-In) is not constitu-

tive of  ‘true’. Moreover, expressivism is limited to non-factualist discourses—those that are 

taken by expressivists to be non-representational. In order to avoid the claim that (T-In) is 

constitutive of truth over the class of sentences that includes the liar, one would have to be 

a non-factualist about truth itself (or logical notions I suppose). To be sure, some philoso-

phers embrace non-factualism about truth claims, but these are defl ationist theories, 

which are characterized by acceptance of the T-schema (see section 1.1 for discussion). 

Aletheic non-factualists do not reject (T-In) or (T-Out). Indeed, they make these two 

principles the centerpiece of their theories of truth. Therefore, although some brands of 

expressivism reject (T-In) for certain discourses, there is no reason to think that expressiv-

ism will serve as part of an approach to the aletheic paradoxes that rejects (T-In) or (T-Out). 

Moreover, there is no reason to think that expressivism undermines the claim that (T-In) is 

constitutive of truth over a certain class of sentences that includes the paradoxical ones.  

     3.2.1  Truth’s expressive role   

 In addition to the fact that denying (T-In) or (T-Out) is an interpretive red fl ag, there is 

another reason to think that they are constitutive of truth; namely, that truth predicates 

play several important roles in our linguistic practices and these roles depend on truth 

predicates obeying (T-In) and (T-Out). It is widely accepted that we use ‘true’ to endorse 

propositions that we cannot assert directly; for example, Ralph can assert ‘the Riemann 

hypothesis is true’ and thereby endorse the Riemann hypothesis even though he does not 

remember or has never learned which sentence expresses it, or he can assert ‘all the axioms 

of ZFC are true’ and thereby endorse all the axioms of ZFC even though there are too 

many for him to assert one by one. We can capture this role by saying that a truth predicate 

functions as  a device of endorsement . The fl ip side of this role is  a device of rejection ; Ralph can 

say ‘the continuum hypothesis is not true’ and thereby reject the continuum hypothesis. In 

order to serve as a device of endorsement, (for a certain class of sentences) the truth predi-

cate must obey (T-Out) (over those sentences), and in order to serve as a device of rejec-

tion (for a class of sentences), the truth predicate must obey (T-In) (over those sentences). 

 Everyone in the debate about the nature of truth agrees that we use truth as a device 

of endorsement and as a device of rejection. Defl ationists think that these exhaust the 

role truth plays in our linguistic practice, while infl ationists think that there is something 

more substantial to say about truth that explains why it plays these roles. However, no 

one I know of denies that we use truth predicates for these purposes. Even someone like 

Mark Richard, who thinks that we should not use truth in these ways for certain claims 

does not deny that we currently use it like this. Richard writes: “I agree that we typically 

use the idiom of truth when we blindly agree or disagree. That’s the way we talk.”   19    He 

even acknowledges that “linguistic competence requires only that I be aware of the fact 

    19    Richard ( 2008  : 6).  
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that people expect one another to be disposed to use the truth predicate as if it were 

such a device.”   20    Thus, even Richard admits that not only do we use truth as a device of 

endorsement and rejection, but also that our very competence with the truth predicate 

requires that we acknowledge that it is used in such a way. That is an admission that 

(T-In) and (T-Out) are constitutive (in my sense).  

     3.2.2  Kripke’s objections to the orthodox approach   

 The fact that truth serves as a device of endorsement and rejection is more diffi  cult to 

accommodate than one might imagine, especially when paired with contingent para-

doxicality (i.e., that some sentences are paradoxical in virtue of unrelated contingent 

facts). Kripke demonstrates the power of these considerations in a couple of highly 

infl uential objections to the orthodox approach to the aletheic paradoxes. The ortho-

dox approach specifi es a hierarchy of type-restricted truth predicates defi ned using Tar-

ski’s methods and it implies that natural-language truth predicates are ambiguous—they 

can be synonymous with any of the predicates in the hierarchy. According to the ortho-

dox approach, when a speaker utters a sentence containing a natural-language truth 

predicate, the speaker must determine which concept of truth from the hierarchy is to 

be expressed. In the following passage, Kripke describes how each truth predicate in the 

hierarchy is associated with sentences of a particular level: 

  The notion of diff ering truth predicates, each with its own level, seems to correspond to the 

following intuitive idea . . . First, we make various utterances, such as ‘snow is white’, which do 

not involve the notion of truth. We then attribute truth values to these, using a predicate ‘true 
l
 ’. 

(‘True 
l
 ’ means—roughly—“is a true statement not itself involving truth or allied notions.”) We 

can then form a predicate ‘true 
2
 ’ applying to sentences involving ‘true 

l
 ’, and so on.   21      

 Since it is customary to distinguish the predicates in the hierarchy off ered by the ortho-

dox approach by using subscripts (e.g., ‘true 
1
 ’), Kripke sometimes talks about speakers 

 attaching  subscripts to natural-language truth predicates—all that this means is that the 

speaker intends the truth predicate for natural language to express a particular one of the 

concepts in the hierarchy. 

 The following is a portion of Kripke’s remarks on the orthodox approach:

  If someone makes such an utterance as (1), he does  not  attach a subscript, explicit or implicit, to 

his utterance of ‘false’, which determines the “level of language” on which he speaks. An implicit 

subscript would cause no trouble if we were sure of the “level” of  Nixon’s  utterances; we could 

then cover them all, in the utterance of (1) or even of the stronger 

  (4) All of Nixon’s utterances about Watergate are false. 

 simply by choosing a subscript higher than the levels of any involved in Nixon’s Watergate-

related utterances. Ordinarily, however, a speaker  has no way of knowing the “levels” of Nixon’s 

    20    Richard ( 2008  : 5).  

    21    Kripke ( 1975  : 695). Presumably, if a sentence in class C is false, then ‘all sentences in class C are true’ 

has level n where n-1 is the highest level of a false sentence in C.  
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 relevant utterances . Thus Nixon may have said, “Dean is a liar,” or “Haldeman told the truth when 

he said that Dean lied,” etc., and the “levels” of these may yet depend on the levels of Dean’s 

utterances, and so on. If the speaker is forced to assign a “level” to (4) in advance [or to the word 

‘false’ in (4)], he may be unsure how high a level to choose; if, in ignorance of the “level” of 

Nixon’s utterances, he chooses too low, his utterance of (4) will fail of its purpose. The idea that 

a statement such as (4) should, in its normal uses, have a “level” is intuitively convincing. It is, 

however, equally intuitively obvious that the “level” of (4) should not depend on the form of 

(4) alone (as would be the case if ‘false’—or, perhaps, ‘utterances’—were assigned explicit sub-

scripts), nor should it be assigned in advance by the speaker, but rather its level should depend 

on the empirical facts about what Nixon has uttered.   22      

 This is Kripke’s fi rst objection and it contributed substantially to the decline in popular-

ity of the orthodox approach to the liar. However, the criticism is not exactly clear; 

I present my preferred reading of it below. Here is the second objection:

  Another situation is even harder to accommodate within the confi nes of the orthodox approach. 

Suppose Dean asserts (4), while Nixon in turn asserts 

  (5) Everything Dean says about Watergate is false. 

 Dean, in asserting the sweeping (4), wishes to include Nixon’s assertion (5) within its scope (as one 

of the Nixonian assertions about Watergate which is said to be false); and Nixon, in asserting (5), 

wishes to do the same with Dean’s (4). Now on any theory that assigns intrinsic “levels” to such 

statements, so that a statement of a given level can speak only of the truth or falsity of statements 

of lower levels, it is plainly impossible for both to succeed: if the two statements are on the same 

level, neither can talk about the truth or falsity of the other, while otherwise the higher can talk 

about the lower, but not conversely. Yet intuitively, we can often assign unambiguous truth values 

to (4) and (5). Suppose Dean has made at least one true statement about Watergate [other than (4)]. 

Then, independently of any assessment of (4), we can decide that Nixon’s (5) is false. If all Nixon’s 

other assertions about Watergate are false as well, Dean’s (4) is true; if one of them is true, (4) is false. 

Note that in the latter case, we could have judged (4) to be false without assessing (5), but in the 

former case the assessment of (4) as true depended on a  prior  assessment of (5) as false. Under a 

diff erent set of empirical assumptions about the veracity of Nixon and Dean, (5) would be true 

[and its assessment as true would depend on a prior assessment of (4) as false]. It seems diffi  cult to 

accommodate these intuitions within the confi nes of the orthodox approach.   23      

 There are several other objections in Kripke’s paper as well, but they do not pertain to 

contingent paradoxicality. 

 The second objection is the easier of the two to interpret. To do so, one needs an 

account of falsity by default. A sentence that attributes truth 
i
  or falsity 

i
  to a sentence 

whose level is greater than or equal to i is  false by default . It is possible that neither (4) nor 

(5) is false by default (indeed, Kripke describes situations in which this occurs). How-

ever, on the orthodox approach, one of them is false by default. If, for some i, (4) is true 
i
 , 

then (4) attributes falsity 
i-1

  to its targets. (5) is among (4)’s targets. Thus, (5) must have 

    22    Kripke ( 1975  : 695–6); bracketed text is in the original.  

    23    Kripke ( 1975  : 696–7).  
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level j where j < i. Of course, (4) is among the targets of (5). So, (5) is a level j sentence 

that attributes falsity 
j-1

  to a sentence whose level is greater than j. Therefore (5) is false by 

default. Similar reasoning holds for the other direction. Therefore, the orthodox 

approach implies that either (4) and (5) is false by default, but there are situations in 

which neither one is false by default. 

 Notice that this point does not seem to have anything to do with the speaker having to 

pick a particular concept from the hierarchy in advance. Indeed, we could augment the 

orthodox approach by saying that the level of a truth predicate contained in a truth attri-

bution is determined not by the intentions of the speaker, but rather by the levels of its 

targets, so that, if the highest level of a target of a truth attribution is i, then the truth predi-

cate in that attribution has level i+1. This change would not avoid the second objection. 

 Kripke’s fi rst objection is subtler. The problem here is no mere technical glitch. Instead, 

Kripke points out that we frequently attribute truth to truth-bearers without knowing 

the levels of those truth-bearers, and although it is perfectly legitimate for speakers to use 

truth predicates in this way, this fact is incompatible with the orthodox approach. The 

reason we frequently do not know the levels of the targets when making truth attribu-

tions is that the level of a target cannot always be determined by its syntactic or semantic 

properties, and even these are often unknown when truth is used in its expressive role. 

The point Kripke makes in this fi rst objection is a combination of truth’s expressive role 

and the phenomenon at the root of contingent paradoxicality. That is, contingent para-

doxicality is a special case of a more general phenomenon: the level of a sentence can 

depend on just about any fact, and so is often not determined by the sentence’s syntactic 

or semantic features. We might call this phenomenon  contingent level-determination . In 

many circumstances, speakers have no idea about the levels of the sentences to which 

they are attributing truth, so they cannot be expected to pick a concept from the hier-

archy off ered by the orthodox approach. There are plenty of cases where it is permissible 

for a speaker to assert a truth attribution even though she does not know the levels of its 

targets. Thus, if the orthodox approach were correct, then it would prohibit these uses of 

the truth predicate and, consequently, seriously limit truth’s expressive role. 

 One might attempt to rescue the orthodox approach by stipulating that the subscript 

of the natural-language truth predicate on an occasion of use is determined not by the 

intentions of the speaker (since the speaker often does not know which subscript to 

choose), but instead by the levels of the targets in question. That is, when a speaker 

asserts a truth attribution, the truth predicate automatically gets a subscript that is one 

greater than the highest level of its targets. Why does Kripke assume that this is impossi-

ble? Something is missing in his objection.  

     3.2.3  Content determination   

 The missing element in Kripke’s fi rst objection is a condition on how content is deter-

mined for ambiguous expressions (it applies to indexicals as well). I pause here to for-

mulate the condition. Note that these considerations play a signifi cant role not just in 

this chapter, but also in the rest of the book. 
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 Recall the discussion of Lewis and Roberts on scorekeeping from  Chapter  2  . They 

each use the idea of a common ground of a conversation, which is due to Robert 

 Stalnaker. The main idea is that when a speaker makes an assertion in a conversation, the 

content of the sentence asserted furthers the conversation in a certain way. In particular, 

the content rules out ways the world might be that were previously live options in the 

conversation. If the content asserted is accepted by everyone in the conversation, then 

the potential ways the world might be have been narrowed, and that is one of the central 

goals of conversation.   24    

 To model this idea, assume that we have a conversation consisting of several people. 

Each person has many beliefs. Stalnaker defi nes a participant’s  presupposition  as a pur-

portedly shared belief in the conversation. It requires that the participant believes it, the 

participant believes that everyone else believes it, the participant believes that everyone 

else believes that everyone else believes it, and so on. Since beliefs are often taken to be 

attitudes toward propositions, and propositions are often taken to determine a set of 

possible worlds in which they are true, we can simplify matters by talking about propo-

sitions. A participant’s presupposition will divide the class of possible worlds into two—

those in which the presupposed proposition is true, and the rest. If a participant’s 

presupposition is also a presupposition of all the other participants, then it is a  shared 

presupposition . The set of shared presuppositions is called the  common ground —it is what 

everyone in the conversation agrees on, agrees they agree on, and so on. The crucial 

notion for Stalnaker’s view is the set of possible worlds in which all the propositions in 

the common ground are true; call this the  context set . As the conversation develops, the 

common ground expands and the context set shrinks. When a participant in the conver-

sation makes an assertion, the proposition asserted should not be entailed by the com-

mon ground; that is, it should be false in some worlds in the context set prior to the 

assertion.   25     That way, if everyone in the conversation accepts the assertion, it narrows 

the context set. Stalnaker’s model of conversation has been extremely infl uential, and 

off ers a powerful explanation for a variety of pragmatic phenomena. 

 In the following passage, Stalnaker appeals to his views on conversational contexts to 

formulate a condition on content determination: 

  It is a substantive claim that the information relevant to determining the content of context-

dependent speech acts is presumed to be available to the participants of a conversation—that it 

is included in the presuppositions of the context—but it is a claim that is motivated by natural 

assumptions about the kind of action one performs in speaking. It is not unreasonable to sup-

pose that speakers, in speaking, are normally aiming to communicate—at least to have the 

addressees understand what is being said. Succeeding in this aim requires that the information 

relevant to determining content be available to the addressee.   26      

    24    See Stalnaker (1970,  1973  , 1974, 1978, 1998, 2002, 2004, 2009).  

    25   Obviously, this feature of Stalnaker’s model is an idealization since it would rule out asserting necessary 

propositions (e.g., in mathematical conversations).  

    26    Stalnaker ( 1999  : 6).  
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 Here Stalnaker claims that the information needed to determine the content of an 

expression (together with the character assigned to it) is part of the common ground. I 

agree with this condition, at least insofar as natural-language expressions go (one could 

always make up an expression that violates it, but it is hard to see how such an expression 

would end up being used by people in actual conversations). However, we can be more 

liberal on the basis for determining the content of expressions—we can say that the 

information needed to determine content is either part of the common ground or 

could easily be added to the common ground by, say, querying the participants in the 

conversation. Since speakers are capable of uttering whatever they want, we should 

think of this condition as applying only to  felicitous  utterances—i.e., those that are in 

accord with the norms of communication. 

 Stalnaker is not alone in holding this principle; here is Roberts’s formulation of a very 

similar point:

  (Retrievability)  In order for an utterance to be rationally cooperative in a discourse interac-

tion D, it must be reasonable for the speaker to expect that the addressee 

can grasp the speaker’s intended meaning in so-uttering in D.   27      

 Notice that she applies it to content determination more generally, whereas Stalnaker 

focuses on context-dependence. Although I agree with Roberts, for our purposes we 

need it only for context-dependent expressions and ambiguous expressions. I refer to it 

as the  Content Determination Condition  (CDC).   28    

 Why does it hold? If an expression violates the CDC, then certain uses of it will vio-

late the overarching condition of Gricean pragmatics, which is: cooperate! If one utters 

a sentence and one’s audience cannot fi gure out its content, at least to the extent that 

they can fi gure out how it should aff ect the conversational score (e.g., questions under 

discussion, common ground, common goals), then one is being uncooperative. 

 For illustration, consider some potential counterexamples. Assume that, in a conver-

sation with Ned, Lenny utters ‘Carl is at the bank’, but Ned is unable to disambiguate 

‘bank’ to determine whether Lenny is saying that Carl is at the bank 
fi nancial

  or the bank 
river

 . 

I am not saying that that could not happen—just that if it did happen, then Carl would 

not be using ‘bank’ felicitously. When language is used properly, competent audience 

members can understand it. 

 Consider another potential counterexample: ‘here’ can have its content determined 

automatically by the location in which a given sentence is uttered. However, if features 

unavailable to the conversational participants determine the content of a sentence con-

taining ‘here’, then it violates the cooperation principle to utter that sentence in that 

    27   Roberts (2010). For discussion of what it is to grasp a content,  see Chomsky ( 1986 ,  1995  ),  Pettit ( 2002 , 

 2005  ),  Gross ( 2005 ,  2006  ),  Devitt ( 2006a ,  2006b ,  2009 ,  2010  ),  Longworth ( 2008a ,  2008b ,  2009  ), and the 

papers in  Barber ( 2003  ).  

    28   The CDC also fi ts well with Jeff rey King’s coordination theory of how semantic values are assigned to 

context-dependent expressions; see King (forthcoming).  
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conversational context. Imagine Apu is hiking when he loses his way and becomes lost. 

He does not know how to get back or how to fi nd the trail. None of the geographical 

features are familiar. He does, however, have cell-phone service. So, he calls his partner, 

Manjula, in the hope that she will know how to advise him. He tells her that he is lost, 

and she asks him to explain. Then he asserts ‘oh, wait, I’ve fi gured out where I am’, fol-

lowed by asserting ‘I am here’. 

 The sentence Apu asserted, ‘I am here’, is syntactically well-formed and it has a mean-

ing (character). The context in which he asserts it determines the proposition it 

expresses. Moreover, the sentence is true, he believes the proposition it expresses, and he 

has good reason to believe it. However, his assertion is infelicitous in the sense that in 

asserting it, he violates conversational rules—he has not conveyed any information to 

Manjula. She would, of course, respond with “that isn’t helpful,” or “why are you telling 

me that?” or “at least you haven’t lost your sense of humor,” or some other utterance that 

indicates his assertion is not accepted as legitimate. 

 Apu could, however, say ‘It’s cold here’. So it cannot be that it is always wrong to use a 

context-dependent term in this way. Neither of them knows where Apu is, so it might 

seem that neither of them knows the content of that claim. Is this a counterexample to 

the CDC? Not necessarily. In asserting this sentence, Apu most likely intends to convey 

via conversational implicature that  he  is cold. And Manjula should have no problem 

retrieving this information from his utterance. If that was in fact his goal, then his utter-

ance is felicitous despite the fact that Manjula cannot determine the content of ‘here’ 

any more precisely than  Apu’s current location . Still, that is enough for her to add the 

proposition that Apu is cold to the common ground. However, if it turns out that Apu is 

on Mt. Useful, then the content of the sentence has the same truth conditions as ‘It is 

cold on Mt. Useful’. If Apu intended to convey  this  information to Manjula, then, again, 

his assertion would be improper. This example points up an important lesson: the CDC 

must be applied in light of the conversational goals of the speaker and the audience. 

 Now back to Kripke’s objection. We were considering whether the proponent of the 

orthodox approach could stipulate that the natural-language truth predicate, which 

the orthodox approach treats as ambiguous, takes on a particular content in virtue of the 

levels of the sentences being called true, regardless of whether the speaker intends it to 

have this content. The problem with this suggestion is that it violates the CDC. This 

suggestion would imply that, in many cases, neither the speaker nor the audience has the 

information to determine what the speaker’s sentence means. According to the sug-

gested version of the orthodox approach, ‘true’ in an utterance of ‘Everything Nixon 

says about Watergate is true’ takes the content of a Tarskian truth predicate that is high 

enough in the hierarchy that all the sentences quantifi ed over have levels lower than it. 

But since neither the audience nor the speaker know those levels, the content of ‘true’ in 

the sentence uttered would not be determined by information that is retrievable by the 

audience (or the speaker). Therefore, this suggestion violates the CDC. Moreover, there 

is no way to avoid the problem by appeal to some pragmatic mechanism as in the case of 

Apu and ‘it’s cold here’. The speaker intends to convey information about features of 
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Nixon’s utterances. There is no retrievable content implicated by the utterance in ques-

tion that meets this goal. Although Kripke never formulates or defends the CDC, some-

thing like it must be in the background of his objection. 

 In sum, the combination of truth’s expressive role, contingent level-determination, 

and the CDC sinks the orthodox approach to the aletheic paradoxes. This is how to 

read Kripke’s fi rst objection. 

 Kripke attacked the orthodox approach, but it should be clear from the above discus-

sion that Kripke’s criticism generalizes to other philosophical approaches that appeal to 

ambiguity. The three characteristics of the orthodox approach that render it susceptible to 

Kripke’s attack are: (i) a natural-language truth predicate is interpreted as having multiple 

independent contents, (ii) the appropriate content of the truth predicate on an occasion of 

use depends on features (i.e., the levels) of the sentences to which truth (of some kind or 

other) is being attributed, and (iii) the features of the sentences to which truth is being 

attributed might be unknown to a speaker felicitously uttering a truth attribution. 

 Ambiguity approaches are almost always used in conjunction with a hierarchy of some 

sort (e.g., a hierarchy of truth predicates, determinacy operators, negations, conditionals, 

truth values). In each case, it is tempting to treat the natural-language term in question as if 

it is ambiguous, but the considerations off ered in this chapter should prove decisive. In 

each case, the approach in question would satisfy the above three criteria and, thus, it 

would run afoul of contingent level determination, truth’s expressive role, or the CDC. 

 These points against ambiguity approaches fi t well with more general considerations 

against philosophical appeals to ambiguity. Paul Grice introduces what he calls Modi-

fi ed Occam’s Razor: senses are not to be multiplied beyond necessity.   29    He uses this 

principle in a variety of objections to those philosophers who posit hitherto unrecog-

nized ambiguities to solve philosophical problems.   30    Kripke too rails against many phil-

osophical uses of ambiguity in this oft-quoted passage: 

  [I]t is very much the lazy man’s approach in philosophy to posit ambiguities when in trouble. If 

we face a putative counterexample to our favorite philosophical thesis, it is always open to us to 

protest that some key term is being used in a special sense, diff erent from its use in the thesis. We 

may be right, but the ease of the move should counsel a policy of caution: Do not posit an 

ambiguity unless you are really forced to, unless there are really compelling theoretical or intui-

tive grounds to suppose that an ambiguity is really present.   31      

 Elizabeth Anscombe expresses a similar sentiment in the following passage: “where we 

are tempted to speak of ‘diff erent senses’ of a word which is clearly not equivocal, we 

may infer that we are pretty much in the dark about the concept it represents.”   32    The 

lesson for us is that those philosophers who appeal to ambiguity as part of an approach 

to the aletheic paradoxes are “pretty much in the dark” about the concept of truth.  

    29   Grice (1989: 47).  

    30    See Neale ( 1992  ) for discussion.  

    31    Kripke ( 1977  : 19).  

    32    Anscombe ( 1957  : 1). See also  Atlas ( 1989  ).  
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     3.2.4  Aletheic contextualism   

 Consider another application of the combination of truth’s expressive role, contingent 

paradoxes, and CDC: contextual approaches. 

 A contextual philosophical approach to the paradoxes claims that sentences contain-

ing natural-language truth predicates are context-dependent. However, there has been a 

tremendous amount of work recently on diff erent kinds of context dependence. We can 

call the most common view  aletheic contextualism , which holds that sentences containing 

‘true’ express diff erent propositions in diff erent contexts of use. We can treat ‘true’ as 

having an invariant character (or meaning), which can be modeled as a function from 

contexts to contents, and a variable content, which can be modeled as a function from 

points of evaluation to truth values. 

 Tyler Burge proposes a kind of aletheic contextualism. He suggests that the content 

of ‘true’ in a context of use is the content of one of the truth predicates in the Tarskian 

hierarchy. That is, instead of ambiguity as the interface between natural-language truth 

predicates and the Tarskian hierarchy (as the orthodox approach holds), Burge claims 

that indexicality is the interface.   33    Other aletheic contextualists disagree with Burge, but 

they all agree that: (i) there is a set of restricted concepts of truth, (ii) sentences contain-

ing natural-language truth predicates have contents that diff er from context to context, 

and (iii) the content of the natural-language truth predicate in a context of use is identi-

cal to the content of one of the restricted concepts of truth. If we use the term ‘aletheic 

standards’ to mark the information in the context of use that determines which restricted 

concept of truth is relevant for the utterance in question, then aletheic contextualists 

hold that the aletheic standard for a given sentence uttered is determined by the context 

of the utterance in question.   34    

 That problem, as you must have guessed, is that when speakers use truth predicates 

in their expressive roles, it is often the case that neither the speaker nor the audience 

knows the levels or paradoxicality status of the targets of the truth attribution. More-

over, it is these features of the targets that would determine the content of the truth 

predicate in a context of use according to aletheic contextualists. Thus, aletheic con-

textualism confronts a serious violation of the CDC in situations where truth plays its 

expressive role. 

    33    Burge ( 1979  , 1982a, 1982b).  

    34   Note that some philosophers have proposed tests for context dependence. For example, Cappelen and 

Lepore (2005) suggest the Intercontextual Disquotation Test (IDT), which states that e is a context-depend-

ent expression iff  one can truly assert that, for some sentence 〈ϕ〉 containing e, there are false utterances of 

〈ϕ〉 even though ϕ. Obviously, in the case of truth, the IDT tests whether (T-In) is truth-preserving. Thus, 

passing the IDT would prevent truth from playing its expressive role as described earlier. Another example 

is the disagreement test from  Cappelen and Hawthorne ( 2009  ). The disagreement test states that if e is a 

context-dependent expression, then there will be cases where a person A asserts that ϕ (where 〈ϕ〉 contains 

e) in one context, a person B asserts 〈~ϕ〉 in a diff erent context, yet they cannot correctly be said to disagree 

by someone in a third context. Again, it seems as if ‘true’ fails this test as well. That is bad news for the aletheic 

contextualist, but I do not put much stock in these kinds of tests since their outcomes are so susceptible to 

one’s antecedent theoretical commitments.  
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 Consider the problem in a bit more detail. Assume Nixon asserts ‘All of what Dean 

says about Watergate is true’. What is happening according to the pragmatic theories 

outlined so far? Nixon is part of a conversation, and (following Stalnaker, Lewis, and 

Roberts) that conversation has a common ground, common goals, questions under dis-

cussion, etc. These elements of the conversation are the context of Jones’s utterance. 

The aletheic contextualist holds that ‘true’ in the sentence Nixon asserts is an indexi-

cal.   35    According to a Kaplanian treatment of indexicality, the truth conditions of Nixon’s 

utterance are determined by the function from points of evaluation to truth values. The 

character of the sentence uttered and the context of utterance determine this function. 

The problem comes when specifying information from the context of Nixon’s utter-

ance. What is the aletheic standard in this case? If Nixon’s utterance is felicitous, then the 

aletheic standard will have to be able to encompass all of Dean’s claims about Watergate. 

If we are using the Tarskian hierarchy as our example for the set of restricted truth predi-

cates, then the aletheic standard will have to be higher than the highest level of the sen-

tences Dean uttered about Watergate. The problem is that there is no reason to think that 

this information will be part of the common ground in Nixon’s conversation. Thus, the 

aletheic contextualist holds that the aletheic standard is to be fi lled in by consulting the 

context, but when one looks to the context, at least in the vast majority of cases where 

truth is being used in its expressive role, that information is nowhere to be found.   36    

 All that is needed for Nixon’s utterance to be felicitous is that he is following the rules 

of the conversation—that is, he is cooperating, and so on. Given the description of the 

context, his utterance is felicitous. However, if the aletheic contextualist is right, then 

even though his utterance is felicitous, it cannot be assigned truth conditions since the 

context in which it was made does not determine an aletheic standard. On the other 

hand, the aletheic contextualist might deny that Nixon’s utterance is felicitous for these 

very reasons. If so, then this move would be tantamount to demanding that sentences 

containing truth predicates are felicitously uttered only when the context contains 

enough information to determine an aletheic standard. This view is obviously empiri-

cally false—we often use truth predicates in contexts insuffi  cient to determine an 

aletheic standard, and competent natural-language users correctly regard these utter-

ances as felicitous. 

 Instead, the aletheic contextualist might claim that the aletheic standard is specifi ed in 

some other way that goes beyond the information available in the context. If so, then the 

content of the sentence that Nixon utters is not available to anyone in the conversation. 

Thus, although Nixon’s utterance would be felicitous, it would violate the CDC. 

    35   There are aletheic contextualists (e.g., Glanzberg (2004)) that think the context dependence should be 

traced to a quantifi er domain rather than to the truth predicate. The objection carries over easily to these 

views.  

    36   Simmons (2008) contains a discussion of Stalnaker’s pragmatic theory in conjunction with Simmons’ 

version of aletheic contextualism, but he mistakenly assumes that if a sentence is paradoxical, then conver-

sational participants would have no problem adding this information to the common ground; see Simmons 

(2008: 353).  
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 Finally, there is no pragmatic solution to the problem akin to Apu’s use of ‘it’s cold 

here’ to convey via conversational implicature that  he  is cold. One might think that 

when Nixon asserts ‘all of what Dean says about Watergate is true’, he is trying to convey 

something that is retrievable from the conversational context via conversational impli-

cature. However, for this move to save the aletheic contextualist from the objection at 

hand, it would have to be plausible to assume that every use of ‘true’ in situations where 

the information needed to determine its content is not retrievable is an attempt to con-

vey via conversational implicature something that is retrievable. And that is radically 

implausible. Moreover, the contextualist is barred from saying that when Nixon per-

forms his assertion all he is trying to convey is that everything Dean says about Water-

gate is true  at some level or other . The whole point of a contextualist view is to explain 

facts about our natural-language truth predicate without contradiction by appeal to a 

batch of restricted truth predicates. If one allows quantifi cation over the restricted truth 

predicates in question, it is easy to see that the contradiction returns.   37    

 To sum up: aletheic contextualism is a popular philosophical approach to the aletheic 

paradoxes but, when examined a bit more closely, it encounters what I take to be an 

insuperable diffi  culty; namely, it is incompatible with the combination of truth’s expres-

sive role, contingent paradoxicality, and the CDC.  

     3.2.5  Semantic blindness   

 It is important to understand the seriousness of the problem for aletheic contextualists. 

Compare it to another well-known worry for contextualists: the  semantic blindness objec-

tion , which has been leveled at epistemological contextualists. The objection is that the 

claim that ‘knows’ is context-dependent is highly counterintuitive since speakers, even 

upon refl ection, take it to be invariant. Stephen Schiff er was one of the fi rst to push this 

objection: 

  For the speaker would not only have to be confounding the proposition she’s saying; she’d also 

have to be totally ignorant of the sort of thing she’s saying. One who implicitly says that it’s 

raining in London in uttering “It’s raining” knows full well what proposition she is asserting; if 

articulate, she can tell you that what she meant and was implicitly stating was that it was raining 

in London. But no ordinary person who utters “I know that p”, however articulate, would 

dream of telling you that what he meant and was implicitly stating was that he knew that p rela-

tive to such-and-such standard.   38      

 For Schiff er, the problem with epistemological contextualism is that speakers do not 

know which propositions they are asserting when they assert knowledge claims. 

 Thomas Hofweber disagrees: 

  According to the contextualist, it is not so that when one speaker utters “A knows that p” and 

another speaker utters the same sentence then the content of the two utterances will be the 

    37    See Juhl ( 1997  ) for a similar point.  

    38    Schiff er ( 1996  : 326).  
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same. And it is not so that if one speaker utters “A knows that p” and another speaker utters 

“A does not know that p” then the contents of these two utterances are incompatible. Fur-

thermore, according to contextualism, the speakers won’t be aware of these facts about diff er-

ence and compatibility of contents. This follows from the fact that ordinary speakers are not 

aware of the semantic context sensitivity of their knowledge ascriptions, and from the claim 

that lots of details of the context are relevant for what the content of a knowledge ascription 

is. . . . A contextualist will thus not only hold that speakers have no access (in the strong sense 

spelled out above) to the content of their utterances, but also no access to sameness, diff erence 

and incompatibility of the contents of their utterances. . . . I think that  it , not hidden relativity 

per se, is the really problematic aspect of the philosophy of language part of a contextualist 

theory about knowledge ascriptions. It is one thing to deny that speakers have access to the 

content of their utterances in the strong sense spelled out above. . . . It is quite another thing 

to deny that sameness, diff erence and incompatibility of contents of utterances is inaccessible 

to ordinary speakers.   39      

 According to Hofweber, that speakers do not know exactly which propositions they are 

asserting when they assert knowledge claims is not a problem; rather, it is the fact that 

they would be unable to determine when knowledge claims express the same or diff er-

ent or incompatible propositions that poses the real problem. John Hawthorne presents 

a more general version of this worry: 

  Suppose that Joe says ‘I know that p’, and at the time of utterance he expresses the same relation 

as you do by ‘know’. You accept what he says. The sentence ‘Joe knows that p (plus a date index)’ 

goes into your belief box. But now suppose that your standards for knowledge rise. Your belief 

about Joe’s knowledge will now come out false—as will, presumably, hundreds of other once 

true beliefs—unless you somehow update the sentences in your belief box. Moreover, you will 

no longer have a cognitive hold on those true propositions that your belief box once truly 

expressed and that, as a result, you once truly believed.   Similarly, if the standards for knowledge 

fall, many beliefs that deny knowledge will now come out false and much true information will 

be lost, unless updating occurs. Suppose further that we are semantically blind in the way sug-

gested: the semantic content of ‘knows’ shifts, but our language organ does not supply us with a 

standards index—analogous to a dating method—with which to enrich knowledge ascriptions 

that are tokened in the belief box. Then shifting semantic values for ‘know’ would spell  disaster—

in the ways just outlined—for our belief set.   40      

 Hawthorne takes the problem to be that if we were semantically blind in the way that 

epistemological contextualists suggest, then we would be unable to keep track of our 

own and others beliefs dynamically in the way that is a minimal requirement for partici-

pating in a conversation. 

 The semantic blindness objection has come to be one of the major issues in the 

debate over epistemological contextualism and contextualist views in philosophy more 

generally. The contextualists’ responses to it have mostly been of the “learn to live with 

    39    Hofweber ( 1999  : 101).  

    40    Hawthorne ( 2004  : 110).  
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it” and “it is not that counterintuitive” variety.   41    I am not going to evaluate these replies, 

but I do want to draw some comparisons to aletheic contextualism. 

 Notice that as long as speakers and audience members are able to determine the epis-

temic standards that are relevant to a given knowledge attribution, epistemological con-

textualism is  compatible  with the CDC, which requires that information for determining 

the contents of properly used context-dependent expressions be available to partici-

pants in a conversation.   42    Thus, the semantic blindness objection (or objections, since 

they seem to diff er slightly from one another) appeal to a condition on language use that 

is  more  demanding than the CDC. The objection I just pressed against the aletheic con-

textualist is more serious than the semantic blindness objection. At least the information 

needed to determine the content of ‘knows’ according to the epistemological contextu-

alist is retrievable from the context of utterance; the aletheic contextualist, on the other 

hand, has to say either that the interlocutors in the conversation do not know the con-

tents of many claims involving truth or that many obviously felicitous uses of ‘true’ are 

impermissible.   43     

     3.2.6  Field on truth and determinate truth   

 The previous two subsections on ambiguity and context-dependence point out prob-

lems for approaches to the aletheic paradoxes that posit a group of more or less restricted 

truth predicates and attempt to link them to a natural-language truth predicate via some 

hitherto unrecognized semantic feature. Earlier I called these  fragmentary theories of truth  

since they try to explain a seemingly unitary notion like truth in terms of a group of 

more restricted notions (e.g., those in the Tarskian hierarchy). It should be pretty clear 

that any fragmentary theory of truth that appeals to something like ambiguity or con-

text-dependence to relate natural-language truth predicates to the group of restricted 

truth predicates is going to confront a semantic blindness objection. Moreover, it is going 

to fall prey to the much more serious objection I have presented in this chapter based on 

Kripke’s criticism of the orthodox approach; namely, it cannot accept the combination 

of the CDC, the fact that truth predicates have expressive uses, and the fact that there are 

contingently paradoxical sentences. 

 What might not be so obvious is that these same problems can crop up even for 

someone who does not endorse a fragmentary theory of truth. In this subsection, I con-

sider Hartry Field’s combination of indeterminacy philosophical approach and  paracomplete 

    41   See DeRose (2006) and  Montminy ( 2009a  ).  See Cappelen ( 2008  ),  Brogaard ( 2008  ), and  Weiner ( 2009  ) 

for discussion.  

    42   Of course, if speakers do not know that ‘knows’ is context-dependent, then they will probably not 

utilize this information, even though it would be available to them.  

    43   Zoltan Szabo’s comment seems apt: “appeals to context sensitivity have become ‘cheap’—the twenty-

fi rst century version of ordinary language philosophy’s rampant postulations of ambiguity. Not only is this 

‘the lazy man’s approach to philosophy,’ it undermines systematic theorizing about language. The more we 

believe context can infl uence semantic content, the more we will fi nd ourselves at a loss when it comes to 

explaining how ordinary communication (let alone the transmission of knowledge through written texts) is 

possible” ( Szabo ( 2006  : 31)).  
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logical approach to the aletheic paradoxes. Recall that Field off ers an artifi cial language 

that has a paracomplete logic (K 
3
  ), but with a new conditional (I will call it a  paracomplete 

conditional ) that is defi ned via a revision sequence (he also gives a neighborhood seman-

tics for it and an algebraic semantics for it, but we will not be concerned with those 

details). Using the paracomplete conditional, Field defi nes a determinateness operator, 

D. The language Field considers also has its own truth predicate and it can express 

Field’s preferred theory of truth, which is just the set of T-sentences for the sentences of 

the language, except that the T-sentences contain Field’s paracomplete biconditional. 

The determinateness operator can be paired with the truth predicate to express deter-

minate truth, and there is a crucial diff erence between saying that a sentence is true and 

saying that a sentence is determinately true. 

 Of course, Field’s language has liar sentences (e.g., L = ‘L is not true’), and his theory 

of truth contains T-sentences for all of them. However, the paracomplete biconditional 

and the background paracomplete logic are weak enough to prevent a proof of contra-

diction from them. As for their truth value, Field’s theory neither implies that they are 

true nor that they are not true (remember, it is a paracomplete logic, so it does not vali-

date the law of excluded middle); moreover, it does not imply that they are neither true 

nor not true—it is silent about their truth value. However, one can use the determinate-

ness operator to say something about them: liar sentences are not determinately true 

and not determinately not true; that is implied by the theory. So the determinateness 

operator comes in handy for classifying paradoxical sentences. Since it is in the language, 

though, one can formulate revenge liar sentences with it (e.g., R = ‘R is not determi-

nately true’). Here, the theory does not imply that they are true or that they are not true, 

and it does not imply that they are neither true nor not true; in addition, it does not 

imply that they are not determinately true and not determinately not true either. How-

ever, it does imply that they are not determinately determinately true and not determi-

nately determinately not true. That is, the determinateness operator iterates non-trivially 

so that iterations of it can be used to classify revenge liars. Indeed, Field shows how to 

defi ne a hierarchy of determinateness operators that stretches into the recursive ordinals. 

However, his view does not allow for a general notion of determinateness that encom-

passes all those in the hierarchy.   44    

 One might complain that instead of fragmenting truth, Field has fragmented deter-

minateness. His reply? Guilty as charged, but fragmenting determinateness is much less 

problematic: 

  On the views considered here, we do have a unifi ed notion of truth (and of satisfaction too). It is 

the notions of truth and satisfaction, not determinate truth, that we need to use as devices of gen-

eralization. . . . [T]he ability to use truth as a device of generalization isn’t aff ected at all in the 

paracomplete theories now under discussion, since the truth predicate isn’t even quasi-stratifi ed.   45      

    44   All of this is spelled out in Field (2008a); I also discussed it in  Chapter  1  .  

    45   Field (2008a: 349).  
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 Field’s point is that it makes much more sense to fragment determinateness than truth 

given the expressive role that truth plays. Let us see if he is right. 

 Consider three examples:

      (i)  Moe asserts ‘The Riemann hypothesis is not true’.  

    (ii)  Carl asserts ‘The sentence on the blackboard is not true’, where the sentence 

in question is contingently paradoxical.  

    (iii)  Lenny asserts ‘The sentence on the whiteboard is not true’, where the sentence 

in question is a contingently paradoxical revenge liar (e.g., ‘Most of Jones’s 

statements about Watergate are not determinately true’).    

 These are all expressive uses of the truth predicate of English and these utterances are all 

felicitous (given normal conversational circumstances). Our job is to see how Field’s 

theory handles them. 

 In (i), it is pretty easy; ‘true’ in Moe’s sentence means  True  (which is the concept of truth 

expressed by the truth predicate in Field’s artifi cial language). It might seem that we want 

to say the same thing about (ii), but there is a catch. Since the sentence on the blackboard is 

indeterminate (i.e., not determinately true and not determinately not true), this reading 

implies that Carl’s sentence is indeterminate as well. Moreover, Field claims that it is 

in appropriate to say of an indeterminate sentence that it is true or that it is not true, and 

this seems like a good norm to use when assessing assertions of sentences that could turn 

out to be indeterminate.   46    Thus, if ‘true’ in Carl’s sentence expresses the concept of truth, 

then his assertion is illegitimate. That move would seriously impact the expressive role of 

the truth predicate. Instead, we can read ‘true’ in Carl’s sentence as meaning  determinately 

True . If we do this, then his assertion is legitimate. Therefore, either Carl’s sentence is inde-

terminate (and so his assertion is unwarranted), or ‘true’ in his sentence means  DTrue . 

 The same problem arises for Lenny’s sentence but at a level higher. That is, since the 

target of Lenny’s attribution is not determinately determinately true and not determi-

nately determinately not true, treating ‘true’ in his sentence as expressing either truth or 

determinate truth results in his sentence being indeterminate. Again, that would render 

his assertion infelicitous and this choice would negatively impact the expressive power 

accorded to the truth predicate. Instead, we should read ‘true’ in Lenny’s sentence as 

meaning  determinately determinately True . On this reading, his assertion is fi ne. Therefore, 

either Lenny’s sentence is indeterminate (and so his assertion is unwarranted), or ‘true’ 

in his sentence means  D 2 True . 

 As I see it, Field takes some of the work traditionally given to the truth predicate and 

outsources it to his determinateness operators. The problem for Field’s view comes when 

we think about how to interpret an ordinary speaker of English who has never heard of 

Field’s solution or even the liar paradox itself; we are forced to make a hard choice as to 

how we should interpret some of that person’s uses of ‘true’ as a device of rejection. We 

    46   See Field (2008a: 350–3).  See Maudlin ( 2004  ) for an alternative view.  
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have to conclude that either ‘true’ is not univocal and invariant or that some sentences 

containing the truth predicate that are legitimately used to express rejection are indeter-

minate. It seems to me that either Field’s theory is seriously revisionist not just about our 

logic, but about our use of ‘true’, which even in the best-case scenario would leave us 

without a theory of truth  as we use it , or he is forced to treat truth predicates as ambiguous 

or context-dependent. Each of these alternatives has major costs associated with it; the 

fi rst makes it seem as though Field’s points about how we use truth predicates are just 

cherry-picked to support his theory. However, in light of the criticism of ambiguity and 

contextual approaches to the aletheic paradoxes given in the last few subsections, we can 

see that the second option is equally bad. It should be obvious that the features determin-

ing which meaning ‘true’ should have in these three cases are often unavailable to the 

participants in the conversations in question. Thus, the claim that ‘true’ is context-

dependent in this way violates the CDC, in just the same way we saw before; again, going 

with ambiguity over context-dependence would not help. I fi nd it remarkable and sur-

prising that even a theory of truth designed around truth’s expressive role could encoun-

ter this kind of trouble when it is applied to a natural language. 

 The lesson here is that facts about truth’s expressive role, facts about contingent para-

doxicality, and the CDC make for an extremely powerful combination. Even theories of 

truth that do not seem to require interpreting truth predicates of natural language as 

ambiguous or context-dependent might inadvertently have these consequences, and 

the considerations in this chapter bring that out. 

 In sum, if truth is used as a device of endorsement and rejection, then people use it as 

if it obeys (T-In) and (T-Out). Thus, an approach to the aletheic paradoxes that denies 

one of these principles to avoid the obvious objection is not going to be an adequate 

descriptive theory of our linguistic practice as it is now.   47    Of course, if it turns out that 

truth is an inconsistent concept and (T-In) and (T-Out) are constitutive aletheic princi-

ples, then it would make sense to reject one or both of them. Indeed, that is the position 

I end up defending in  Chapter  9  .   

     3.3  Logic   

 The third way of avoiding the obvious argument is to reject classical logic in favor of a 

logic that does not validate the reasoning in any of the aletheic paradoxes; a non-classical 

logic like this would be one in which (T-Intro) and (T-Elim) are consistent, or at least 

non-trivial. What is wrong with avoiding the obvious argument in this way? One prob-

lem is that this sort of approach to the aletheic paradoxes cripples our ability to reason. 

Or, to be more precise, we behave, talk, write, and think in such a way as to treat as good 

inferences ones that any non-classical approach to the aletheic paradoxes has to label as 

invalid. Moreover, it should be clear that these inferences invalidated by the non-classical 

approaches are constitutive of the logical terms they govern. I argue for these claims in 

    47   Field (2008a) does a good job of making this point.  
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what follows. But fi rst, let us be clear about these two points. I am not saying that classical 

logic is sacrosanct. I am not saying that we obviously use classical logic in our reasoning. I 

am not saying that it is easy to read off  the correct logic from our reasoning practices. I am 

not saying that everyone uses the same logic. I am not even saying that there is a single 

correct logic. There are plenty of disputes about the correct logic or logics. The major 

alternatives to classical logic in the literature are intuitionistic logic (I) and stronger rele-

vance logics (like E or R). The debates about which of these logics is correct are compli-

cated and fortunately need not concern us here. The reason the details of these debates 

are irrelevant is that none of these logics allows (T-Intro) and (T-Elim) non-trivially. 

The non-classical logics that permit (T-Intro) and (T-Elim) are much weaker than I or E 

or R. The motivation for the logics used by non-classical approaches to the aletheic 

paradoxes often has nothing to do with reasoning—it is usually of the “well, that’s what 

you have to do to have a truth predicate that obeys (T-Intro) and (T-Elim)” variety. 

 What, exactly, gets left out of these logics? Nearly everyone takes the inference rule 

 modus ponens : 

  (MP) A, A → B ⊢ B   

 to be constitutive of the conditional.   48    In fact, those who reject  modus ponens  (e.g., 

McGee) are now used as stock examples of someone who rejects a constitutive princi-

ple and still possesses the concept in question.   49    In addition, the meta-rule, conditional 

proof:

  (CP) If A ⊢ B, then ⊢ A → B   

 is also constitutive of the conditional. It just says that if B is derivable from A, then the 

conditional ‘A → B’ is derivable. Someone who rejects conditional proof might argue 

from some claim A to another claim B but reject the conditional whose antecedent is A 

and consequent is B. That is just as bad as accepting a conditional and its antecedent but 

rejecting its consequent. So it seems that any acceptable approach to the aletheic para-

doxes is compatible with a logic that includes both (MP) and (CP).   50    

 Consider the problem as it appears for paracomplete and paraconsistent approaches, 

which accept both (T-In) and (T-Out) and revise classical logic to avoid triviality. The 

trick to weakening the background logic is to have a conditional that does not contract 

because Curry’s paradox shows us that there is no way to have both truth principles and 

a conditional that obeys contraction in these systems. Contraction is the odd-looking 

axiom:

  (Contraction) ⊢ (A → (A → B)) → (A → B)   

    48   However,  see McGee ( 1985a  ) for a potential counterexample.  

    49    See Williamson ( 2006  ).  

    50   (CP) and (MP) are the standard introduction and elimination rules (respectively) for the conditional. 

There is a long history of taking introduction and elimination rules for logical connectives to be constitu-

tive;  see Peregrin ( 2008  ) for an overview.  
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 It turns out that one can also formulate a Curry paradox using both truth principles and 

an axiom that is sometimes called material  modus ponens : 

  (MMP) ⊢ A ∧ (A → B) → B   

 However, in a system with conditional proof (CP),  modus ponens  (MP) and material 

 modus ponens  (MMP) are equivalent—any such system includes either both or neither. 

Thus, neither paracomplete nor paraconsistent approaches allow conditional proof and 

 modus ponens . Thus, they are incompatible with the constitutive principles of a 

conditional. 

 One can keep all the classical inference rules including the meta-rules and have (T-In) 

and (T-Out) if one is willing to restrict the structural rules that govern the derivability 

operator (⊢). Some of these substructural approaches reject the transitivity structural 

rule, which says, roughly, that two bits of reasoning can be chained together.   51    By the 

transitivity structural rule, if I deduce A from some set of premises G and I deduce B 

from some set of premises that consists of A and everything in G, then I can deduce B 

from G alone. However, on Tennant’s substructural view, one can deduce that a liar sen-

tence is true and that one can deduce that the same sentence is not true, but one cannot 

combine these two deductions to get a deduction that the sentence is both true and not 

true (even though he accepts the inference rule of conjunction introduction). Imagine 

someone who says “I accept that special relativity entails that nothing travels faster than 

the speed of light, and I accept that special relativity plus the claim that nothing travels 

faster than the speed of light entail neutrinos do not travel faster than the speed of light, 

but I do not accept that special relativity entails that neutrinos do not travel faster than 

the speed of light.” I think that this sort of claim would strike the audience as baffl  ing. 

Thus, I do not see that denying transitivity is any better than denying  modus ponens  or 

conditional proof. That is, this structural rule is constitutive of the derivability operator. 

 Other substructural approaches reject the contraction rule, which says, roughly, that a 

premise can be used any number of times in a deduction. By the contraction structural 

rule, if I deduce A from some set of premises G, then it does not matter whether I use a 

member of G (call it B) once, twice, or any other number of times in my deduction.   52    

However, on the substructural view Beall and Murzi consider, a liar sentence is derivable 

from any particular sentence, and from any particular sentence a liar sentence is derivable, 

but one cannot derive any particular sentence from any other particular sentence because 

such a move requires contraction. Imagine someone who says “I accept that the standard 

model of particle physics, the claim that leptons do not travel faster than the speed of 

light, and the claim that leptons do not travel faster than the speed of light together entail 

that neutrinos do not travel faster than the speed of light; however, I do not accept that 

the standard model of particle physics and the claim that leptons do not travel faster than 

the speed of light entail that neutrinos do not travel faster than the speed of light.” It is 

    51    See Tennant ( 1997  , MS2), Weir (2005), and  Ripley ( 2012  , forthcoming).  

    52    Zardini ( 2011  ); see also Beall and Murzi (forthcoming).  
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hard to know how to even interpret such a claim. In fact, I will bet that many readers had 

to read back over it several times to make sure it says what it seems to say. The very idea 

that one token of a sentence has certain entailments, but two tokens of the same sentence 

have diff erent entailments is profoundly antithetical to the way we think and reason.   53    

Again, we fi nd that a structural rule is constitutive of the derivability operator. 

 To summarize, the following are incompatible, where L is any logic (assuming the 

relevant syntactic resources): 

      (i)  L accepts  modus ponens  and conditional proof.  

    (ii)  L accepts the standard structural rules for derivability.  

    (iii)  The theory consisting of (T-In) and (T-Out) is non-trivial in L.    

 The upshot is that (T-In) and (T-Out) are incompatible with the intuitive theory of the 

conditional (i.e., the theory that that conditionals obey  modus ponens  and conditional 

proof  ) no matter what the logic as long as it obeys the standard structural rules for 

derivability. Non-classical solutions to the aletheic paradoxes are forced to say either that 

there is no such thing as an intuitive conditional or that it is inconsistent or, I suppose, 

that intuitive derivability either does not exist or is inconsistent. Either way, the non-

classical logics used to solve the aletheic paradoxes are incompatible with what are per-

haps the most basic and important elements of deductive reasoning—an intuitive 

conditional that can be used in intuitive derivations. Solomon Feferman once wrote of 

certain paracomplete logics that, “nothing like sustained ordinary reasoning can be car-

ried on” in them.   54    This oft-quoted quip could be said about any logic that is weak 

enough to have (T-In) and (T-Out) without triviality. 

 Again, classical logic is not sacrosanct—perhaps it is wrong. However, the case for 

adopting a non-classical logic should be made by considering . . . logic! It should not be 

made by trying to accommodate the constitutive principles of some other concept that 

is classically inconsistent. I think this point can be made against any attempt to alter our 

logic in the face of paradoxes. Sure, we could do so, but this move is a “language-wide” 

change, which means that arguments having nothing to do with the concept in ques-

tion (truth in our case) that were previously considered valid, will turn out to be invalid. 

For example, imagine a conversation between Martin and Ralph:

    ralph :   I was thinking about it, and I’ll bet that there’s a greatest prime number.  

   martin :   Actually, there are infi nitely many prime numbers.  

   ralph :   Why do you believe that?  

   martin :    Suppose that there are only fi nitely many primes. Let p be one more than 

the product of all the primes. Since p is greater than all the primes, it cannot 

be prime, so let q be a prime dividing p. However, q cannot be any of the 

primes whose product is p-1; otherwise q would divide the diff erence 

    53   Non-contractive logics like linear logic have many important applications, but modeling the reasoning 

practices of everyday people does not seem to be one of them. See the papers in  Girard et al. ( 1995  ).  

    54    Feferman ( 1982  : 95).  
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between p and the product of the primes, which is 1. But that is impossible. 

Therefore, there are infi nitely many primes.  

   ralph :   That argument is invalid.  

   martin :   What!? Why?  

   ralph :   Because of the liar paradox.  

   martin :    What are you talking about? Prime numbers have nothing to do with the 

liar paradox.  

   ralph :     Reductio  arguments are invalid because otherwise the set of all T-sentences 

for expressively rich languages would be inconsistent. Your argument is miss-

ing a premise—either there are infi nitely many primes or there are not.  

   martin :    This argument has been taken to be valid for thousands of years by the 

greatest minds in history—it is the paradigm of a valid argument!  

   ralph :   Sorry, but my solution to the liar paradox implies that is invalid.    

 This sort of “collateral damage” is often overlooked when thinking about approaches to 

a paradox. My attitude is that altering our standards of reasoning is always open to us, but 

the reasons for doing so should be that there is some independent reason to think that 

there is something wrong with them (e.g., the paradoxes of implication—for relevance 

logic—or global anti-realism—for intuitionism). 

 I can imagine a paraconsistent logician protesting: people do not just infer any old 

claim from a contradiction, so whatever the correct logic turns out to be, it will not vali-

date the  ex falso  rule. Moreover, people do not reason in accord with many of the infer-

ence rules of classical logic. So my claim that paraconsistent logic has nothing to 

recommend it except for non-triviality in the face of a truth predicate that obeys (T-In) 

and (T-Out) is unfair to paraconsistent logic. 

 My reply: attempting to read off  a logic from the kinds of inferences people are likely to 

make is the wrong strategy, and we have known this for decades. In fact, Gilbert  Harman 

made this point in the 1980s.   55    He distinguished between  inference , a psychological process, 

and  implication , a relation between propositions or contents. His point is that one cannot 

conclude from the fact that a person does not perform some inference that the person 

does not accept the related implication. For example, a person might fi nd himself accept-

ing a claim p and the conditional with p as antecedent and q as consequent, but he does 

not infer q (in the sense of coming to believe it) from these two beliefs. Nevertheless, he 

accepts  modus ponens . How could this happen? He already believes q’s negation, and he 

believes that more strongly than he believes either p or the conditional. So, instead of 

thinking of  modus ponens  as some kind of law of thought that governs inference, Harman 

argues that it is an implication that holds between propositions or contents. That is, q fol-

lows from p and p → q, but it is not the case that anyone who believes p and p → q ought 

to or is even permitted to believe q. Anyone who has digested Harman’s obvious point 

should be immediately suspicious of claims like that made in the objection. 

    55    Harman ( 1986  ); see also Field (2009) and  Harman ( 2009  ). Thanks to Alison Duncan Kerr on this 

point—see Kerr (MS).  
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 I imagine someone sympathetic to the objection would want a positive account of 

the relation between our reasoning practice and the correct logic. I agree with Greg 

Restall, who emphasizes the connection between combinations of propositions 

accepted or rejected and the correct logic. In particular, Restall suggests that if G ⊢ p, 

then it is a mistake to knowingly accept all the members of G and reject p.   56    Taking the 

contrapositive: if it is not a mistake to accept all members of G and reject p, then p is not 

derivable from G in the correct logic. What we have is a  suffi  cient  condition for  exclusion  

of an inference rule from the correct logic and a  necessary  condition for  inclusion  of an 

inference rule in the correct logic. Certainly anyone who is not a dialetheist thinks it is a 

mistake to knowingly accept a contradiction and reject anything whatsoever, simply 

because it is a mistake to knowingly accept a contradiction. That does  not  show that 

 ex falso  should be  included  in the correct logic; rather, the Restall test  fails  to show that 

 ex falso  should be  excluded . And the Restall test is one that does not presuppose the confl ation 

Harman takes pains to uncover. Moreover, the test suggested in the objection obviously 

runs afoul of the Harman point. This is not the place for a full treatment of this topic, 

but at least I have said enough to indicate where my sympathies lie.   57    

 So much for the obvious argument. The presentation of it is far more detailed and 

careful than that of the arguments given in  Chapter  2   concerning ‘rable’, ‘mass’, and ‘up 

above’, which, I hope, were conclusive. Still, it has the same basic form as those argu-

ments, and I think it constitutes a good reason to accept that truth is an inconsistent 

concept.      

    56   Restall (2009: 2).  

    57   One other major attempt to give independent justifi cation for a logic that can accommodate a truth 

predicate obeying (T-In) and (T-Out) nontrivially is Ross Brady’s logic DJ d . Brady argues that this weak 

relevance logic is the proper logic to describe meaning containment. However, Brady does not argue that 

DJ d  does the best job of modeling our rational activities or that our rational activities have anything to do 

with meaning containment, and the points made above about the conditional and derivability apply to it as 

well.  See Brady ( 1996 ,  2006  ) for details.  



   There are three arguments for an inconsistency approach to the aletheic paradoxes in 

this chapter, and all three turn on the revenge paradox phenomenon: (i) the revenge 

argument (on the prospects for revenge-free consistency views), (ii) the abductive argu-

ment (on the best explanation for the aletheic paradoxes and the revenge paradoxes), 

and (iii) the meaning argument (on the negative consequences of consistency views for 

formal semantics).  

     4.1  Revenge paradoxes   

 Because the rest of the arguments for the inconsistency approach given in this chapter turn 

on various features of revenge paradoxes, I pause in this section to introduce them. Revenge 

paradoxes have been known for decades, but they used to be called ‘strengthened liars’.   1    

Sometime in the late 1990s the term ‘revenge paradox’ caught hold and now seems to be 

the accepted locution. Just as there are many kinds of aletheic paradoxes, there are many 

kinds of revenge paradoxes. For example, the following sentence is a liar sentence: 

  (1) (1) is false.   

 Assume for a moment that we accept the inner theory of Kripke’s Strong Kleene mini-

mal fi xed point. According to this approach, (1) is not in the extension of ‘true’ and not 

in the anti-extension of ‘true’. We could introduce the term ‘gappy’ into the language in 

question, and characterize (1) by saying that it is gappy. However, by doing so, we also 

accept that the language has the following sentence:

  (2) (2) is either false or gappy.   

 This sentence gives rise to a revenge paradox for the approach under consideration. 

Recall that the liar paradox is generated using principles of logic and the following 

aletheic principles: 

             4 

Revenge   

    1   See  van Fraassen ( 1968  ).  
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  (T-In) If ϕ, then 〈ϕ〉 is true. 

 (T-Out) If 〈ϕ〉 is true, then p. 

 (Sub) If 〈ϕ〉 = 〈ψ〉, then 〈ϕ〉 is true ↔ 〈ψ〉 is true.   

 Now, let us compare the liar reasoning with the reasoning concerning our revenge para-

dox. See  Table  1  .   

 From step 9 in the  liar  reasoning, together with the claim that (1) is either true or 

false, it follows that (1) is both true and false; the contradiction follows from this result 

and the claim that nothing is both true and false. From step 9 of the  revenge  reasoning, 

together with the claim that (2) is true or either false or gappy, it follows that (2) is both 

true and either false or gappy; the contradiction follows from this result and the claim 

that nothing is both true and either false or gappy. Using the exact same reasoning 

from the liar paradox, we get a contradiction by reasoning about (2). The approach in 

question says that (1) is gappy, and this blocks the liar reasoning after step 9 by denying 

that (1) is either true or false. However, the same move does not block the reasoning 

after step 9 in the revenge case. It is consistent to say that (1) is gappy but, from the 

claim that (2) is gappy, it follows that (2) is true since it says of itself that it is either 

false or gappy. 

 Notice that the revenge paradox generated by (2) is paradoxical only if we accept the 

above approach to the liar paradox. That is an important feature of revenge paradoxes: 

whether a sentence generates a revenge paradox is relative to a particular approach to 

the liar. (2) is a revenge paradox for the inner theory of Kripke’s Strong Kleene minimal 

fi xed point. It is not a revenge paradox for other approaches. 

 Other examples   2    of sentences that generate revenge paradoxes are:       

    2   These examples barely scratch the surface of the revenge paradox literature, which is largely scattered 

and disorganized. I have focused on common revenge paradoxes for the most prominent approaches to the 

aletheic paradoxes. Notice that the distinction between philosophical approaches and logical approaches that 

I took pains to draw in  Chapter  1   gets blurred when it comes to revenge paradoxes. Some revenge paradoxes 

feature terms specifi c to philosophical approaches (e.g., ‘true in a context’), while others involve terms from 

logical approaches (e.g., ‘unstable’).  

     Table 1  Revenge Reasoning   

   Liar Reasoning    Revenge Reasoning    Rule   

  1  (1) is true.  (2) is true.  [assumption]  

  2  ‘(1) is false’ is true.  ‘(2) is either false or gappy’ is true.  [(Sub)]  

  3  (1) is false.  (2) is either false or gappy.  [(T-Out)]  

  4  If (1) is true, then (1) is false.  If (2) is true, then (2) is either false or gappy.  [→ Intro]  

  5  (1) is false.  (2) is either false or gappy.  [assumption]  

  6  ‘(1) is false’ is true.  ‘(2) is either false or gappy’ is true.  [(T-In)]  

  7  (1) is true.  (2) is true.  [(Sub)]  

  8  If (1) is false, then (1) is true.  If (2) is either false or gappy, then (2) is true.  [→ Intro]  

  9  (1) is true iff  (1) is false.  (2) is true iff  (2) is either false or gappy.  [↔ Intro]  
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 Revision theories say that (1) is unstable since its truth value never stabilizes in a revision 

sequence. The truth value of (3) never stabilizes in a revision sequence either, but if (3) is 

unstable then (3) is true since it says of itself that it is either false or unstable. So (3) is a 

revenge liar for approaches that appeal to revision sequences to defi ne truth. 

 Contextual approaches say that (1) is true in some contexts and false in others. That 

approach blocks the aletheic paradoxes since it stipulates that the context shifts in the 

midst of the reasoning. However, (4) poses a serious problem for contextual views 

because the claim that it is true in one context seems to imply that it is not true in any 

context. 

 Paracomplete approaches typically say that (1) is indeterminate and they reject certain 

principles of classical logic involved in the liar reasoning. However, if the paracomplete 

approach calls (5) indeterminate, then that claim implies that (5) is true since (5) says of 

itself that it is indeterminate. Because sentences are not both indeterminate and true, 

(5) poses a problem for these approaches. 

 Paraconsistent views say that (1) is both true and false and they off er a non-classical 

logic on which some contradictions are true (though they hold that not all contradic-

tions are true). Paraconsistentists hold that (1) says of itself that it is false, and it is false, so 

it is true as well; (1) is both true and false. However, there is a problem with saying that 

(6) is both true and false since (6) says of itself that it is false only. The paraconsistent 

view on (1) does not work for (6) since the claim that (6) is both true and false should be 

incompatible with what (6) says of itself—i.e., that it is only false. So the standard para-

consistent treatment of the liar seems to get the wrong answer for (6). 

 Sentence (7) contains an unusual term for negation. The ‘Bnot’ in (7) expresses 

Boolean negation. In multi-valued logics like paracomplete logic, Boolean negation 

takes indeterminacy to truth. So a theory that implies that (7) is indeterminate also 

implies that (7) is true. Thus, the revenge paradox generated by (7) is a variant of the 

revenge paradox generated by (5). In paraconsistent logics, Boolean negation takes 

gluts to truths, so a theory that implies that (7) is glutty also implies that (7) is just 

  (3)  (3) is either false or unstable  (for revision approaches)   3     

  (4)  (4) is not true in any context  (for contextual approaches)   4     

  (5)  (5) is either false or indeterminate  (for paracomplete approaches)   5     

  (6)  (6) is just false  (for paraconsistent approaches)   6     

  (7)  (7) is Bnot true   7     (for paracomplete and paraconsistent 

approaches)  

    3   See  Gupta ( 1982  ) and  Gupta and Belnap ( 1993  ) for revision theories.  

    4   See  Burge ( 1979  ),  Simmons ( 1993  ), and  Glanzberg ( 2004  ) for contextual theories. See  Juhl ( 1997  ) for 

revenge considerations.  

    5   See  Kripke ( 1975  ),  Soames ( 1999  ), and  Field ( 2008a  ) for paracomplete theories. See  Ketland ( 2003  ), 

 Priest ( 2005 ,  2008  ),  Rayo and Welch ( 2008  ), and  Leitgeb ( 2008  ) for revenge considerations.  

    6   See  Priest ( 2006a ,  2006b  ) and  Beall ( 2009  ) for paraconsistent theories. See  Thomason ( 1986  ),  S. Shapiro 

( 2004  ), and  Field ( 2008a  ) for revenge considerations.  

    7   ‘Bnot’ expresses Boolean negation.  
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true. Hence, the revenge paradox generated by (7) is a variant of the revenge paradox 

generated by (6). 

 Consider how Graham Priest has long characterized the revenge paradox phenomenon: 

  There is, in fact, a uniform method for constructing the revenge paradox—or extended paradox, 

as it is called sometimes. All semantic accounts have a bunch of Good Guys (the true, the stably 

true, the ultimately true, or whatever). These are the ones that we target when we assert. Then 

there’s the Rest. The extended liar is a sentence, produced by some diagonalizing construction, 

which says of itself just that it’s in the Rest. The diagonal construction, because of its ability to 

tear through any consistent boundary, may then play havoc. This shows, incidentally, that the 

extended paradox is not really a diff erent paradox. The pristine liar is the result of the construc-

tion when the theoretical framework is the standard one (all sentences are true or false, not both, 

and not neither). ‘Extended paradoxes’ are simply the results of applying the construction in dif-

ferent theoretical frameworks.   8      

 Priest’s diagnosis is a good start. One can see the examples above fi t well into the schema 

he provides. I am not one to care much about how to individuate aletheic paradoxes, 

and I do not think it matters whether revenge paradoxes are distinct from the liar or 

whether they are at root the same paradox. What matters is that they aff ect the concept 

of truth and that any adequate approach to the aletheic paradoxes has to incorporate 

some adequate approach to revenge paradoxes. However, it will pay to be a bit subtler 

about revenge paradoxes, and that is exactly what Jc Beall’s analysis delivers. 

 Beall emphasizes that when one gives a formal theory of truth, one specifi es an artifi -

cial language, L, that contains its own truth predicate ‘true-in-L’. The theorist then 

shows that ‘true-in-L’ obeys various principles of the formal theory of truth, and the 

theorist can use L to show that the formal theory of truth is relatively consistent (often 

using classical logic and set theory in a metalanguage M). Finally, the theorist claims that 

natural languages are like L in relevant respects, so the theory of ‘true-in-L’ also applies 

to truth. Beall lays out three distinct revenge recipes for this sort of project:

      1.   Find some semantic notion X that is  used in M to classify sentences of L .  

     Show in M  that X is not expressible in L unless L is inconsistent or trivial.  

    Conclude that L is explanatorily inadequate since it does not explain how natural 

language, which contains X, is consistent.  

    2.  Find some semantic notion X that is  expressible in M .  

     Show in M  that X is not expressible in L unless L is inconsistent or trivial.  

    Conclude that L is explanatorily inadequate since it does not explain how natural 

language, which contains X, is consistent.  

   3.  Find some semantic notion X that is  expressible in natural language .  

     Argue  that X is not expressible in L unless L is inconsistent or trivial.  

    Conclude that L is explanatorily inadequate since it does not explain how natural 

language, which contains X, is consistent.   9       

    8    Priest ( 2008  : 226).         9    Beall ( 2008b  : 11–12).  



88 replacing truth

 The italics indicate the contrasts between the three recipes. In the fi rst case, the concept 

X is used by the theory of truth to classify paradoxical sentences, whereas in the second 

case, the concept X is just expressible in the language of the theory—it need not be 

explicitly used by the theory. In the third case, the concept X is expressible in natural 

language and need not even be expressible in the language of the theory. In each case, 

the problem is that the theory in question does not apply to natural languages, so it does 

not really solve the problems posed by the aletheic paradoxes.  

     4.2  Revenge objections   

  By using revenge paradoxes like those surveyed above, one can formulate objections to 

the approaches in question. Namely, the artifi cial language used to model natural lan-

guage has an expressive limitation—i.e., it does not contain terms that feature in revenge 

paradoxes. Thus, the approach in question solves the problems posed by the aletheic 

paradoxes only for expressively impoverished languages. That is, it does not solve these 

problems in general. In particular, it does not solve the problems posed by the aletheic 

paradoxes as they occur in natural languages. 

 For example, Field’s paracomplete approach classifi es liar sentences as indeterminate 

(i.e., not determinately true and not determinately false) and the object languages for 

his theory can have their own determinateness operators—of course, they will also have 

sentences like (5) in them as well. However, Field shows that there is no way to construct 

a revenge paradox using the resources in his object languages and, moreover, his object 

languages have the resources to classify every sentence in them as true, false, determi-

nately true, determinately determinately true, etc. Thus, his theory is expressible in 

some of its object languages.   10    Nevertheless, as I argue, it faces revenge paradoxes. The 

same goes for Priest’s theory, McGee’s theory, and Beall’s theory.   11    Each one is ingen-

iously constructed so that the theory does not rely on anything that might give rise to a 

revenge paradox. Each of these authors rightfully emphasizes that theories with this 

feature are to be preferred (other things being equal) over theories that do not (e.g., 

Gupta and Belnap’s revision theory). 

 Why doesn’t Field’s theory have a problem with sentences like (5)? He interprets the 

‘indeterminate’ in (5) as ‘not determinately true and not determinately false’, and his 

determinateness operator iterates non-trivially, so he can say that (5) is not determi-

nately determinately true without thereby implying that (5) is not determinately true. If 

we use ‘D’ as a determinateness operator and superscripts for iterations, he can say that 

(5) is not D 2 True, but he cannot say that (5) is not DTrue. But what if we want to say that 

a given sentence is not determinately true in any way—it is not DTrue, and it is not 

D 2 True, and it is not D 3 True, . . . ? That, presumably, is what one would think of ‘indeter-

minate’ in (5) in the fi rst place without knowing anything about Field’s approach. It 

    10    Field ( 2008a  ).         11   See  Priest ( 1979 ,  2006a ,  2006b  ),  McGee ( 1991  ), and  Beall ( 2009  ).  
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is impossible to say something like this in Field’s object language. If it contained an 

idempotent determinacy operator (‘idempotent’ means that it iterates trivially), which 

we can use ‘ID’ to express, then Field’s theory would entail that a sentence that says 

of itself that it is either false or neither IDTrue nor IDFalse is both IDTrue and not 

IDTrue. So, if it is non-trivial, Field’s theory cannot apply to languages with idempotent 

determinacy operators. Field denies that this is a genuine problem, but we will have to 

come back to this issue in a moment. 

 The signifi cance of the revenge paradox phenomenon is most fundamentally that 

we seem to be unable to say something non-trivial and satisfying about the aletheic 

paradoxes. Something satisfying would be an account of what goes wrong in the rea-

soning and a way of defi ning truth and any other notions one would want to classify 

sentences of languages capable of formulating these paradoxes that applies to any lan-

guage that has a truth predicate regardless of the other notions expressible in it. So far, 

we do not know how to do this (or, rather, most theorists have yet to be convinced 

that it can be done—but in Chapters 6–10, I argue that it can). We can formulate sat-

isfying accounts for a wide range of artifi cial languages, but in each case, there is 

always an Achilles’ heel—some notion that, if it were expressible in a language to 

which the theory applies, the theory would be trivial: ‘true in a context’ for the con-

textualist, ‘stable’ for the revision theorist, ‘idempotent-determinately’ for the para-

complete theorist, ‘just true’ for the paraconsistent theorist, and the list goes on. In 

each case, even if the theory can be formulated in some of its object languages, and so 

does not offi  cially use its Achilles’ heel notion, it always seems odd to think that there 

is not and could never be such a notion—which is the position most often taken by 

proponents of these views—or that the expression in question is meaningless or 

unintelligible.  

     4.2.1  Too easy?   

 An advocate of a non-classical approach might respond to the points I have made by 

pressing the “too easy revenge” worry voiced by Jc Beall (and to some extent echoed by 

Lionel Shapiro). Beall off ers a warning about the effi  cacy of these objections (I have 

changed the individual constants—L is the artifi cial language and E is the natural lan-

guage being modeled): 

  The weight of Rv1 or Rv2 depends on the sort of X at issue. . . . [I]f X is a classical, model-

dependent notion constructed in a proper fragment of [E], then the charge of inadequacy is 

not easy to substantiate, even if the inexpressibility of X in [L] is easy to substantiate. In par-

ticular, if classical logic extends that of [L], then there is a clear sense in which you may 

‘properly’ rely on a classical metalanguage in constructing [L] and, in particular, truth-in-[L]. 

In familiar non-classical proposals, for example, you endorse that [E], the real, target lan-

guage, is non-classical but enjoys classical logic as a (proper) extension, in which case, not-

withstanding particular details, there is nothing prima-facie suspect about relying on an 

entirely classical fragment of [E] to construct your model language and, in particular, classical 

model-dependent Xs. But, then, in such a context, it is hardly surprising that X, being an 
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entirely classical notion, would bring about inconsistency or, worse, triviality, in the (classically 

constructed) non- classical [L].   12      

 Beall claims that if L (in the above revenge recipes) is a non-classical language and X is a 

classical, model-dependent notion, then recipes 1 and 2 are not very convincing since 

the theorist is simply using a classical metalanguage to construct a non-classical artifi cial 

language in an eff ort to argue that natural languages are non-classical:

  A would-be revenger, involved in too easy revenge, would have it easy but too easy. What is 

(generally) easy is showing that some classically constructed notion is inexpressible—or, at least, 

not consistently expressible—in a (classically constructed) non-classical ‘model language’. What 

is too easy is the thought that showing as much is suffi  cient to undermine the adequacy of the 

given model language. The hard part is clearly establishing the relevance of such inexpressibility 

results, that is, clearly substantiating the alleged inadequacy.   13      

 Beall calls these sorts of cases “too easy revenge,” and dismisses objections based on them 

unless they are accompanied by additional considerations (e.g., the semantics for L are 

intended to model the semantics for E). 

 There are a couple of wrinkles in Beall’s presentation that, when straightened out, 

cast doubt on his main point. First, it is not obvious what is meant by “classical model-

dependent notion.” I take it that a model-dependent concept is a mathematical concept 

that is defi ned in terms of a particular model or class of models (using ‘model’ in the 

mathematical sense of model theory). Although it is problematic in general, for our 

purposes, we can safely assume that any mathematical concept is expressible in a lan-

guage that can express set theory (ZFC). 

 It is less clear what Beall means by classical concept. It seems like a classical concept 

would be one that is expressible only in a language whose connectives obey classical 

logic (say, for defi niteness, a classical fi rst-order predicate calculus with identity), but this 

defi nition applies only to logical connectives. For example, classical negation obeys the 

inference rules and theorems for negation in a classical language (e.g., double negation 

elimination, classical  reductio , excluded middle, and  ex falso ) and classical disjunction 

obeys the inference rules and theorems for disjunction in a classical language (e.g., or-

introduction, reasoning by cases, disjunctive syllogism, and excluded middle). For non-

logical concepts, one might think that a classical concept expressed by a one-place 

predicate is one whose constitutive principles include all the classical theorems and 

inference rules pertaining to one-place predicates. For example, a classical concept of 

redness would have ‘everything is either red or not red’, ‘nothing is both red and not red’, 

and all the rest as constitutive principles, provided that the logical terms occurring in 

these principles are classical (in the sense specifi c to logical terms). Notice that a classical 

concept on this defi nition  is  expressible in a non-classical language without triviality. 

    12    Beall ( 2008b  : 12); see also  L. Shapiro ( 2011  : 311–12) for a similar point made in defense of  Field 

( 2008a  ) from the objection in  Rayo and Welch ( 2008  ).  

    13    Beall ( 2008b  : 11).  
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Imagine a fi rst-order language with the usual syntax and Strong Kleene connectives. 

There is nothing incoherent about this language containing a predicate expressing 

 classical redness without triviality. In a non-classical logic, there are  fewer  rules or theo-

rems than one fi nds in classical logic. Thus, if one cannot prove triviality for a classical 

language that expresses a certain concept, then one cannot prove triviality for a non-

classical language that expresses that concept, as long as the two languages have all the 

same non-logical expressions. The inverse does not hold, however. For example, smooth 

infi nitesimal analysis is a theory of infi nitesimals (i.e., infi nitely small non-zero quanti-

ties) that is consistent in intuitionistic logic but inconsistent in classical logic.   14    Assume 

that the theory of smooth infi nitesimal analysis implicitly defi nes the concept of an 

infi nitesimal; then the concept of an infi nitesimal is a non-classical concept in the sense 

that the theory that implicitly defi nes it is trivial in classical logic. 

 Beall’s claim that “it is hardly surprising that X, being an entirely classical notion, 

would bring about inconsistency or, worse, triviality, in the (classically constructed) 

non-classical [language],” does not make sense given these considerations. Other things 

being equal, classical notions in this sense are expressible in non-classical logics without 

inconsistency or triviality. It is  non-classical  notions that bring about inconsistency in  clas-

sical  logics. Either there is some hidden assumption in Beall’s reasoning—he means 

something else by ‘classical notion’—or he has mistaken the direction of the above 

conditional. 

 Instead, Beall might have in mind concepts expressed by terms that force sentences in 

which they occur to have classical truth values. For example, in a fi rst-order language 

with usual syntax and Strong Kleene connectives, the negation operator is called  choice 

negation  (‘~’). If a sentence p is a truth-value gap, then  ┌ ~p ┐  is a gap as well. We can defi ne 

in such a language another connective called  exclusion negation  (¬). If a sentence p is a 

truth value gap, then  ┌ ~p ┐  is true. In fact, any sentence whose major operator is exclu-

sion negation is either true or false. Thus, exclusion negation obeys excluded middle: 

p ∨ ¬p. But exclusion negation is not classical negation since it is defi ned only for non-

classical languages that have truth value gaps. Perhaps when Beall talks of classical con-

cepts, he means something like exclusion negation. However, this reading does not make 

his claim (“it is hardly surprising that X, being an entirely classical notion, would bring 

about inconsistency or, worse, triviality, in the (classically constructed) non-classical 

[language]”) any more sensible. For exclusion negation  is  expressible in certain Strong 

Kleene languages without triviality; in fact, it is  defi ned  above for such a language. For 

example, a Strong Kleene language with just the usual logical expressions, exclusion 

negation, and the basic arithmetic expressions used for Peano Arithmetic is not trivial. 

Again, I do not understand what Beall means by ‘classical notion’—at least, if his “too 

easy” reply is to make sense. 

 Let us try to interpret Beall’s talk of  “an entirely classical fragment” of a non-classical 

language to get a better idea of what he might mean. Let C be the set of all the logical 

    14   See  Bell ( 2008  ) for the theory and  Hellman ( 2006  ) for some philosophical issues it raises.  
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consequences among declarative sentences of the natural language E. C is a set whose 

members are ordered pairs of sets and sentences—for each pair, the sentence is the second 

entry, and it follows from the set of sentences that is the fi rst entry. Since E is non- 

classical, only arguments that are valid in the non-classical logic in question are listed in 

C. Now consider the classical fragment of E. What is the set of logical consequences for 

this fragment? It is obviously a proper subset of C; otherwise, the fragment would not be 

a fragment of E. It is clearly the set of pairs where the fi rst entry (the set) contains only 

sentences from the classical fragment and the second entry is a sentence from the classi-

cal fragment. Are there any pairs in this set where the second entry follows classically 

from the set that is the fi rst entry, but not according to the non-classical logic in ques-

tion? No. So something has gone wrong here. 

 I will take one more crack at it. We have the language E and the set of logical conse-

quences C as above, but now we deny that validity is closed under uniform substitution. 

It is possible that, for some particular sentence p and some particular set of sentences G, 

p is a logical consequence of G, but substituting uniformly for the sentences of G to get 

G´ and for p to get p´, p´ is not a consequence of G´. In Beall’s preferred approach, 

which is paraconsistent, he denies the validity of  ex falso  (i.e., q is a consequence of 

 ┌ p∧~p ┐ ). However, if he denies that validity is closed under uniform substitution, then 

he could accept that  for some particular sentences p and q , q is a consequence of  ┌  p∧~p ┐ . 

With this idea in place, we can defi ne a subset F of the sentences of our language E such 

that, for any classically valid argument with set G of premises and p as conclusion, any 

instance of that argument using only sentences of F is valid (according to the conse-

quence relation C of E). Let the largest such F be the classical fragment of E.   15    

 Given this defi nition of a classical fragment, one could use the classical fragment of 

a non-classical natural language to construct a non-classical artifi cial language to serve as a 

model for that natural language, which is exactly what Beall says. That does vindicate one 

point Beall makes in his “too easy” reply. However, the revenge objector does not take 

issue with the way the non-classical theorist constructs the artifi cial language in question. 

The problem is that this artifi cial language is not a good model for what goes wrong with 

the reasoning in the aletheic paradoxes in natural language because this artifi cial language 

(however it gets constructed) is devoid of some crucial, relevant linguistic expression. 

Thus, even if this is the right way to understand what Beall means by ‘classical fragment’, 

it still does not make sense of what a classical concept is, and so does not address the cen-

tral point of revenge objections. However, a major problem even with this reading of 

‘classical fragment’ is that it depends on the claim that validity is not closed under uni-

form substitution. That assumption abandons the idea that logically valid arguments are 

those that are valid by virtue of their logical form. Indeed, it gives up on the idea that 

logical form has anything to do with logical consequence. Perhaps there is some  inde-

pendent  reason to make this move, but if there is, Beall has not given us one. Moreover, this 

reading of Beall’s “too easy” reply works only for non-classical approaches that have the 

    15   Thanks to Dave Ripley for this suggestion.  
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feature (or bug) of uniform substitution failure. It is not in any way a general response to 

revenge worries. So, I do not see that this reading of Beall’s reply is very helpful. 

 In sum, stating the relevance of revenge paradoxes for non-classical approaches is fairly 

straightforward. The theorist has constructed a theory of truth-in-L. Is that theory con-

sistent or at least non-trivial? One would hope so. How does it avoid the reasoning in liar 

paradoxes? It tosses out as illegitimate some of the logical principles used in that reasoning. 

How does it avoid the reasoning in revenge paradoxes? It does not apply to sentences that 

have those expressive resources, for they are not in the model language. What if we extend 

the model language by adding these resources? Triviality. So the theory enjoys non- 

triviality only because it does not apply to languages that have certain linguistic expres-

sions that fi gure in revenge paradoxes. It makes no diff erence whether this result is surprising 

or whether the linguistic expression in question is classical (whatever that means). 

 But wait! Beall denies that one can simply add these linguistic resources to the model 

language because some linguistic expressions are incoherent with respect to certain lan-

guages; e.g., an exhaustive and exclusive operator (i.e., one for which excluded middle 

and  ex falso  are constitutive) cannot be added to a paracomplete or paraconsistent lan-

guage without triviality (call this an EE operator).   16    

 Beall defi nes ‘trivial language’ in the following way: “a trivial language (or theory) is 

one according to which everything is true. A non-trivial language is one that isn’t triv-

ial.”   17    Unfortunately, this defi nition has a certain diffi  culty—languages do not make 

pronouncements about what is true. Perhaps, if one thinks of the expressions of a lan-

guage as governed by certain constitutive principles, then one might think of a trivial 

language as having expressions with constitutive principles from which every sentence 

of the language follows. Still, one might deny that those sentences are true. Instead, 

a trivial language might be one whose truth predicate has an extension that contains 

every sentence of the language. That is probably what Beall has in mind here. However, 

that is still not a very good defi nition since, according to Beall’s claim about EE opera-

tors, triviality is a feature of the consequence relation of a language, not its truth predi-

cate. Granted, if one can prove any sentence of a language from the empty set and that 

language contains its own truth predicate and that truth predicate obeys (T-In) (i.e., if ϕ 

then 〈ϕ〉 is true), then the truth predicate’s extension contains every sentence of the 

language. I prefer to keep triviality tied directly to a language’s consequence relation 

by defi ning it in the following way: a language is  trivial  iff  for every sentence p of the 

language and every set G of sentences of the language, p is a consequence of G. This defi n-

ition says nothing about whether the language has a truth predicate or how that truth 

predicate might behave. It also avoids the awkward claim that some things are true 

 according to a language . Moreover, it fi ts well with Beall’s point about EE operators above. 

That is, if we add an EE operator to a paracomplete language or paraconsistent language 

that contains its own truth predicate (which obeys Schema T) and has the means to rep-

resent its own syntax, then the extended language is trivial (in my sense). 

    16    Beall ( 2008b  ).         17    Beall ( 2006  : 330, n. 5).  
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 Now that that matter is settled, we can continue with the objection, which might go 

in one of a couple of directions from here. One might argue that there are no trivial 

languages, so it is impossible to add an EE operator to one of the languages in question. I 

do not fi nd this line plausible. One can construct an artifi cial language that is trivial and 

reason about it. It seems ad hoc in the extreme to claim that such a thing is not a lan-

guage even though it is similar in all relevant respects to a language. 

 Instead, one might argue that sentences of a trivial language are not translatable with 

sentences of any non-trivial language. If the inferential role of a sentence determines at 

least in part its content, then one would think that no sentence with a trivial inferential 

role would be intertranslatable with a sentence that does not have a trivial inferential 

role.   18    That seems like a genuine worry. 

 As a reply, imagine we have a language as Beall describes it as a model for a natural lan-

guage. It is a good model by any account. Then the natural language changes—the people 

in that linguistic practice start using a new expression. Let us say they use it just as Beall 

describes an EE operator. What should we say about the new language? We might say that 

the new expression is really meaningless or that it has some other meaning—it does not 

mean what everyone thinks it means. I fi nd this option rather implausible. Part of our job 

as linguists, philosophers of language, or philosophical logicians is to explain what we fi nd 

in natural languages—look at how people use certain words and consider their judgments 

of synonymy, entailment, contradiction, etc. to construct and defend the best theories of 

natural languages we can. Pretending as if an expression with an established use is mean-

ingless or has a meaning it clearly does not is tantamount to a dereliction of duty.   19    

 What should we say in a situation like this? I think the best thing to do is to say is that 

the word in question means exactly what the participants in the linguistic practice think 

it means—that is, it has exactly the constitutive principles they think it has. We can, of 

course, specify artifi cial languages in whatever way suits our interests, but to say that a 

language like the one Beall describes cannot be extended to include an EE operator is 

not a good strategy. Instead, we do better to say that it can, and that operator will mean 

what people think it means in that it will have what they take to be its constitutive prin-

ciples. Of course, those constitutive principles might be inconsistent given the other 

resources in the language. If that is the case, then one will need to appeal to a plausible 

theory of inconsistent concepts to fi gure out the semantic values of the expressions and 

sentences of the language.  

     4.2.2  Expressibility delimiters   

 Another sort of criticism of the points I have made could come from someone who 

endorses Lionel Shapiro’s recent reply to revenge paradox objections. Shapiro’s formulation 

involves three characters: the Puzzler, the Solver, and the Avenger. His claim is that the 

    18   Given the emphasis linguists and linguistically oriented philosophers put on entailments, the anteced-

ent seems plausible.  

    19   See  Dowty, Wall, and Peters ( 1981  : 1–3) for a classic statement of this methodology.  
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Avenger’s arguments are based on a fundamental equivocation, and they are either sound 

but not paradoxical or unsound. Here is the setup. 

 The Puzzler off ers two legitimate puzzles: 

    Puzzle 1: There is a language L and a notion n such that without making reference 

to any features of L’s syntax or semantics that distinguish L from English, we can 

prove that L does not express n, yet English appears to express n.  

  Puzzle 2: There is a function n(x) from languages to notions such that we can prove 

that for any L satisfying certain conditions, L fails to express n(L), yet English, which 

satisfi es these conditions, appears to express n(English).   20        

 The Solver off ers some solution to Puzzles 1 and 2. That solution probably involves a 

theory of truth, but according to Shapiro, it need not. The Avenger says that even if the 

Solver is right, there is some other notion that the language in question cannot express 

on pain of contradiction by liar reasoning.   21    

 Shapiro’s objections to the Avenger turn on his analysis of the Puzzler’s arguments, 

the Solver’s claims, and the Avenger’s arguments, each of which depend on the notion of 

a  classical expressibility delimiter  (CED): 

  The notion of being G is a CED for language L iff  we have all instances (for H) of 

the following conditional: 

 If a formula f(x) in L expresses the notion of being H, then for any name c in L, 

f(c) is G iff  the referent of c is H, and ~f(c) is G iff  the referent of c is not H.   

 It is easy to show that, if the notion of G is a CED for L, then L does not express the 

notion of being G, which Shapiro dubs the  Inexpressibility Schema . The argument 

depends on some classical moves and a standard diagonalization strategy. 

 With the defi nition of a CED in hand, we get the reconstructed argument of the 

Puzzler: 

   (P1)  The notion of being a true sentence of L is a CED for L.    

  (C1)   L does not express the notion of being a true sentence of L (by the Inexpress-

ibility Schema).   

 Because the Puzzler’s argument makes no mention of the syntax or semantics of L, we 

get Puzzle 1, and because English seems to express the notion of truth, we get Puzzle 2. 

 Shapiro also considers how the Puzzler might defend the premise (P1), and he “see[s] 

no other justifi cation”   22    than the following: 

    20    L. Shapiro ( 2011  : 299). There is a third puzzle as well, but he thinks it is not legitimate: 

   Puzzle 3: For every language L, we can express (in some suitable metalanguage) a notion that is useful 

in semantic theorizing about L, but is not itself expressed by L.   

  Shapiro claims (2011: 312–13) that most work on the aletheic paradoxes does not address this puzzle.  

    21   There is a second revenge-type worry that Shapiro mentions, but does not address, that is based on 

what Beall calls the exhaustive characterization project; see  L. Shapiro ( 2011  : 298, n. 2).  

    22    L. Shapiro ( 2011  : 304).  
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   (T)   Our grasp of the notions of a true sentence of a language and of a language’s 

expressing a notion reveals that the notion of being a true sentence of lan-

guage L counts as a CED for L.   

 The Solver responds by denying (P1) and, with it, (T). One class of Solvers denies that 

truth is expressible in a classical metalanguage, and another accepts that it is expressible 

in a classical metalanguage but denies that it is a CED.   23    

 For Shapiro all revenge strategies follow one of two forms, both of which press the 

Solver for some other CED. The First Avenger’s argument is: 

   (P2)  The notion of being a Good sentence of L is a CED for L. 

  (C2)   L does not express the notion of being a Good sentence of L (by the 

Inexpressibility Schema).   

 Again, for Shapiro, the First Avenger “must” appeal to the following to justify (P2): 

   (G)   Our grasp of the notions of a Good sentence of a language and of a lan-

guage’s expressing a notion reveals that the notion of being a Good sentence 

of L counts as a CED for L.   

 Because the First Avenger does not appeal to the semantics or syntax of L, we get Puzzle 1 

back, and because English seems to express the concept of Goodness, we get Puzzle 2 back. 

However, Shapiro claims that the Solver can simply reject (P2) and with it (G), thus thwart-

ing the First Avenger’s strategy.   24    

 The Second Avenger’s argument pertains to any interpreted fi rst-order language L 
M
 , 

such that its domain of discourse is a set, it contains its own (language-specifi c) truth 

predicate, and its predicates (except the truth predicate) can be translated into a classical 

fragment of our metalanguage. One can construct a classical model M for the truth-free 

fragment of L 
M
 . Call the sentences of the truth-free fragment of the language that are 

designated in M, the  Solver-designated 
M
   sentences.   25    

   (P4)  The notion of being Solver-designated 
M
  sentence of L 

M
  is a CED for L 

M
 . 

  (C4)   L 
M
  does not express the notion of being a Solver-designated 

M
  sentence of L 

M
  

(by the Inexpressibility Schema).   

 The Avenger justifi es (P4) by appeal to facts about the model M that provides the seman-

tics for L 
M
 . Because the Second Avenger actually proves (P4), the Solver cannot reject it. 

However, by Shapiro’s analysis, the Second Avenger fails to establish Puzzle 1, since the 

argument for (P4) depends on the semantics of the language in question. Moreover, 

Shapiro contends, “once we understand how the proposed proof of (C4) works, that 

should dispel any appearance that English expresses a notion that plays, with respect to 

    23    Field ( 2008a  ) is an example of the former type of Solver and  Maudlin ( 2004  ) is an example of the latter.  

    24    L. Shapiro ( 2011  : 305–6).  

    25   Shapiro actually formulates the Second Avenger’s argument for specifi c notions of designatedness 

(e.g., Kripke-designatedness). My formulation is meant to cover all the specifi c instances he mentions. See 

 L. Shapiro ( 2011  : 309–11).  
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English, the very role we exploited in proving that L 
M
  does not express Solver- 

designatedness 
M
 .”   26    Thus, the Second Avenger fails to establish Puzzle 2 as well. 

 I disagree with just about everything in Shapiro’s analysis, and as such I do not think 

that it does much to defend against revenge objections. Here are some its major problems. 

 First, Shapiro’s two puzzles fail to capture the most obvious problem posed by the 

aletheic paradoxes, which is that we can derive an intuitively unacceptable conclusion 

from intuitively acceptable premises via intuitively acceptable inferences. In fact, it seems 

to many people, myself included, that accepting the premises, accepting the inferences, 

and rejecting the conclusion are not just intuitive, but  constitutive  of the concepts 

involved. This is the central problem posed by the aletheic paradoxes and the central 

problem that just about anyone who off ers an approach to them is trying to solve. Sha-

piro’s puzzles are side issues. His entire way of framing the debate suff ers from this defect. 

Revenge objections are not aimed at reinstating those puzzles—they are aimed at show-

ing the approach in question is not an acceptable solution to the main problem. 

 Second, the fact that Shapiro sees no other justifi cation for the Puzzler’s premise (P1) is 

disturbing. I agree that if (T) is the best the Puzzler can do, then the puzzle is not very threat-

ening. However, a much better case for (P1) comes from considerations about the way we 

use truth predicates. We treat ‘true’ as if it obeys the T-schema for a wide range of sentences 

including liar sentences. Thus, we accept all instances of the following conditional: 

  If f(x) in L expresses the notion of being H then for any name c in L, f(c) is true iff  

the referent of c is H and ~f(c) is true iff  the referent of c is not H.   

 That is just how we use the word ‘true’ in English. Therefore, we treat it as if it is a CED. 

That is how we arrive at a justifi cation for (P1) of the Puzzler’s argument. It has nothing to 

do with conceptual analysis, or at least it need not. Of course, any Solver or theorist can 

deny that we treat ‘true’ in this way, but all that does is render his or her solution or theory 

irrelevant. So instead of showing the futility of revenge objections, Shapiro’s analysis exposes 

a fl aw in all the traditional approaches to the aletheic paradoxes that deny (P1), namely, that 

they deny that truth is a CED, but we treat truth as if it is a CED. Thus, Shapiro’s attempts to 

discredit the use of CEDs in revenge arguments never get past the fi rst stage. 

 Third, just as I do not think that Puzzle 1 or Puzzle 2 captures the central problem 

posed by the aletheic paradoxes, I do not think that the central aim of revenge objec-

tions is to somehow reinstate these puzzles. Instead, the proper way of formulating the 

dispute is, as I indicated above, as a dispute about the acceptability of the Solver’s expla-

nation for what goes wrong in the paradoxical reasoning. As Jc Beall indicates, the Solver 

responds to the Puzzler by doing three things: (i) proposing an artifi cial language that 

contains its own (language specifi c) truth predicate, (ii) showing that the paradoxical 

reasoning as represented in that language is unsound (or, at least, does not lead to trivial-

ity), and (iii) suggesting that the artifi cial language is a good model for natural languages. 

The Solver concludes that the aletheic paradoxes (as they pertain to natural languages) 

are unsound, and, moreover, indicates exactly what goes wrong in that reasoning. 

    26    L. Shapiro ( 2011  : 311).  
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 The Avenger points out that the artifi cial language avoids triviality only because it is 

expressively impoverished—it lacks some notion that is either already in the natural 

language or could easily be added to it. If this notion were added to the artifi cial lan-

guage proposed by the Solver, it would be trivial. Thus, the Avenger concludes that the 

artifi cial language proposed by the Solver is not a good model for our natural language 

(as it is or as it could easily be), and so the Solver’s conclusion is implausible. Shapiro’s 

analysis misses just about all of the central aspects of the debate. 

 Fourth, Shapiro’s objection to the Avenger’s fi rst argument is just as unconvincing as his 

reconstruction of the Puzzler’s argument. Shapiro thinks the Solver can just reject (P2) and 

(G) along with it, and thereby avoid reinstating the new puzzles. Again, his focus on the 

two puzzles he thinks are the main problems posed by the aletheic paradoxes allows him to 

mischaracterize revenge arguments. Frequently, the notion of Goodness that the Avenger 

uses to point out the expressive limitation is found in the Solver’s own theory! When it is 

not, it is a notion that is either found elsewhere in the logical literature or one that can eas-

ily be constructed out of such notions (e.g., exclusion negation, Boolean negation, just 

true, idempotent determinacy, etc.). The fact that Shapiro cannot conceive of any other 

justifi cation besides (G) for (P2) does not mean there is not one. There is no reason, other 

than the Solver’s own claims, to think that these notions cannot be used in the way the 

Avenger suggests. Shapiro’s major point here, “Once we allow the Solver to reject the 

claim that truth in L is a CED for L, it looks like dogmatism to insist without argument 

that some other notion must qualify as a CED,”   27    is strange. The Avenger does not insist 

without argument that some notion is a CED. Instead, the Avenger appeals to common 

usage. If the only reason that can be given for rejecting (P2) is that otherwise the Solver’s 

theory is useless as a model for natural language and so the Solver’s proposed approach to 

the aletheic paradoxes is unacceptable, then it is hard to see why anyone other than the 

Solver might fi nd this convincing. Instead, to avoid making these sorts of ad hoc moves, 

the Solver would need to fi nd  independent  evidence for rejecting (P2). 

 Fifth, Shapiro’s criticism of the Avenger’s second argument suff ers from most of these 

problems. He points out that once one sees how to prove (C4), that should remove any 

puzzlement we had at the fact that English cannot have a notion that plays the role of 

designatedness. But, again, that does not address the main problem, which is that the 

Solver’s solution only works because the Solver’s language does not contain the crucial 

notion of designatedness. If it did, then the language would be trivial. Since English either 

does have such a notion or it could easily be extended to include one, the Avenger’s point 

stands—the artifi cial language used by the Solver is a bad model. It makes no diff erence 

whether we can understand  why  the bad model cannot contain the notion of designated-

ness in question. Understanding that does nothing to quell the Avenger’s worries. The 

Avenger says that, say, the Strong Kleene minimal fi xed point is a bad model for  English 

because the Strong Kleene minimal fi xed point does not contain Kripke-designatedness 

on pain of triviality, but English clearly does. After all, Shapiro’s paper is written in 

English—or, perhaps an extension of ordinary English. Either way, the Avenger 

    27    L. Shapiro ( 2011  : 306).  
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 continues, the problem with the Solver’s proposal is that it works only because it is spe-

cifi cally excludes something that would prevent it from working. The Solver says that 

the paradoxical reasoning formulated in English is unsound because English is like the 

artifi cial language, and the reasoning is unsound there. The Avenger says that English 

contains the notion of designatedness or can easily be extended to include it (after all, 

Shapiro coins the term in his own paper, thereby extending English to include it), so it is 

not like the artifi cial language in one crucial respect. Thus, there is no reason to think 

that the Solver has hit on what is wrong with the reasoning in English. 

 Sixth, Shapiro’s entire discussion, as he admits, takes classical logic for granted. I do 

not see that anyone who off ers a non-classical approach to the aletheic paradoxes can 

fi nd any solace in his criticisms of revenge objections. The non-classical theorist might 

think that one can use classical logic in various situations—those in which there is no 

threat of paradox. However, reasoning about classical expressibility delimiters is cer-

tainly not one of them. Thus, if one thinks that the problem with the aletheic paradoxi-

cal reasoning is that it depends on certain classical inferences, then one will fi nd the 

same problems with Shapiro’s argument for his Inexpressibility Schema, and thus, with 

his entire characterization of the debate in terms of CEDs. 

 Finally, the whole notion of an expressibility delimiter is the wrong kind of tool for 

adjudicating these debates. It works fi ne for artifi cial languages, but for natural lan-

guages, we have no independent access to the semantic features of our expressions. We 

cannot inspect a truth predicate to see what its extension or intension might be; we can-

not simply refl ect on our logical concepts to determine whether they are classical or 

non-classical. Instead, we need to consider usage and that is a messy and complicated 

business. It is also one Shapiro neglects.  

     4.2.3  A diagnosis   

 It is diffi  cult to come up with a single account of revenge paradoxes that works for all the 

diff erent kinds of approaches to the aletheic paradoxes. Here is my best shot. Any com-

bined approach to the aletheic paradoxes will have a philosophical component and a 

logical component. In  Chapter  1  , I classifi ed the logical approaches (following Hartry 

Field) by the aletheic principles accepted and the logic that is compatible with the 

approach. Of the two aletheic principles that seem to be constitutive of truth, the most 

uncontroversial and most widely accepted is (T-Out): 〈ϕ〉 is true → ϕ. Consider again a 

standard liar sentence:

   (8)  (8) is not true.   

 Notice that the instance of (T-Out) for (8) is ‘(8) is true → (8) is not true’. This instance 

of (T-Out) is equivalent to (8) itself.   28    That is, given the defi nition of (8),  an instance of 

(T-Out) is equivalent to a liar sentence . 

    28   ‘(8) is not true’ is classically equivalent to ‘(8) is not true or (8) is not true’, which is classically equivalent 

to ‘if (8) is true then (8) is not true’.  
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 Whatever status a theory of truth that includes (T-Out) assigns to (8), it assigns to ‘(8) 

is true → (8) is not true’. Moreover, every approach to the liar paradox treats (8) as prob-

lematic in some way that entails it is not simply true—either it is false, or a truth-value 

gap, or a glut, or indeterminate, or unstable, or whatever. Thus, theories of truth face a 

fundamental diffi  culty: 

      (i)  deny (T-Out),  

    (ii)   weaken the logic to the point that it breaks the equivalence between the 

instance of (T-Out) and (8), or  

    (iii)  accept (T-Out) and accept that (T-Out) is not true.    

 Item (i) is not plausible since almost everyone takes (T-Out) to be constitutive of the 

concept of truth. In addition, denying (T-Out) is incompatible with treating ‘true’ as a 

device of endorsement, which is one of its most important functions (I discussed this in 

the previous chapter). Item (ii) causes problems when applied to natural languages since 

languages like English have linguistic resources that force classical reasoning, like exclu-

sion negation. When a theory that denies the equivalence is applied to sentences with 

these linguistic resources, the theory delivers inconsistent results. Call this the  inconsist-

ency problem . Item (iii) requires accepting that one’s theory of truth is not true. Call this 

the  self-refutation problem . 

 In sum, there is immense pressure for a theory of truth to accept (T-Out), but any 

theory that does so faces either the inconsistency problem or the self-refutation prob-

lem because instances of (T-Out) are classically equivalent to paradoxical sentences. 

That, as far as I can tell, is the source of the revenge paradox phenomenon.   

     4.3  The revenge argument   

  With this diagnosis in place, we can turn to our second argument for the claim that truth is an 

inconsistent concept (the fi rst being the obvious argument from the previous chapter). Let T 

be a theory of truth that validates the primary aletheic principles and implies that liar sen-

tences have status Δ, where a sentence is Δ only if it is Bnot true. Let ‘r’ be our revenge liar: 

   (r)  (r) is either false or Δ.   

 There are three options for T: 

      (i)  T implies that (r), ‘(r) is either false or Δ’, is true.  

    (ii)  T implies that (r) is false.  

    (iii)  T implies that (r) is Δ.    

 On any of these options, T implies ‘(r) is true iff  (r) is false or Δ’. If T classifi es this sen-

tence as true, then T is inconsistent. If T classifi es it as false, then T is self-refuting. If T 

classifi es it as Δ, then T is self-refuting. Therefore, T is either inconsistent or self-refuting, 

unless T is restricted so as to avoid applying to languages that contain sentences like (r). 

Consequently, any theory of truth that validates the primary aletheic principles (and 
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implies that liar sentences have status Δ, where a sentence is Δ only if it is Bnot true) is 

either inconsistent, self-refuting, or restricted. Given that any theory of truth that is 

inconsistent (trivial), self-refuting, or restricted is unacceptable, any theory of truth that 

implies both that the primary aletheic principles are true and that liar sentences have 

status Δ is unacceptable. 

 I have argued that we should accept that the primary aletheic principles are constitutive 

of truth. Thus, on my view: (i) if a theory of truth is acceptable, then it entails that the pri-

mary aletheic principles are constitutive for truth, and (ii) if a theory of truth entails the 

primary aletheic principles, then it is unacceptable. There seems to be very little wiggle 

room here. However, there is an additional assumption that connects the two conditionals: 

if a theory of truth entails that the primary aletheic principles are constitutive of truth, 

then it entails the primary aletheic principles. I reject this claim. One of the key aspects of 

the account of inconsistent concepts I endorse is that one or more of the constitutive prin-

ciples governing the concept are invalid or not true. Thus, I accept that the primary 

aletheic principles are constitutive of truth, but it is not the case that they are all true; the 

theory of truth presented in  Chapter  9   has this result as a consequence. This result allows 

anyone with a suitable account of inconsistent concepts to avoid the revenge argument. 

 The following is a summary of the revenge argument for treating truth as an incon-

sistent concept:

      (i)   If a theory of truth is acceptable, then it implies that the primary aletheic 

principles are constitutive of truth.  

    (ii)   If a theory of truth implies that truth is a consistent concept and it implies 

that the primary aletheic principles are constitutive of truth, then it implies 

that the primary aletheic principles are true (valid).  

    (iii)   If a theory of truth implies that the primary aletheic principles are true 

(valid), then it is inconsistent, self-refuting, or restricted.  

    (iv)   If a theory of truth is inconsistent, self-refuting, or restricted, then it is 

unacceptable.  

   ∴  (v)   If a theory of truth is acceptable, then it does not imply that truth is a consistent 

concept.    

 Only an inconsistency theory of truth, on which principles (like the primary aletheic 

principles) that are constitutive for a concept need not be valid, has a chance of being an 

acceptable theory of truth. That is the conclusion of the revenge argument for an incon-

sistency approach. 

 The obvious objections to the revenge argument focus on (iii) and (iv). Many theorists 

deny that their theories are restricted at all or claim that they are restricted only in not 

applying to words that express inconsistent concepts. Others claim that self-refutation is 

not a problem for a theory of truth. The subsections that follow pursue these theorists as 

they fl ee for safety.  
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     4.3.1  Self-refutation   

 At least one theorist, Tim Maudlin, has taken the heroic stance of endorsing a classical 

gap approach to the aletheic paradoxes and accepting that it implies that it is untrue. 

That is, Maudlin accepts (T-Out), rejects (T-In), and accepts classical logic. Since the liar 

sentence is equivalent to its instance of (T-Out), his approach implies that not all 

instances of (T-Out) are true. Thus, Maudlin’s theory is self-refuting in the sense that it 

implies that it is not true.   29    

 More specifi cally, Maudlin’s approach allows three exclusive statuses: true, false, and 

ungrounded. By ‘ungrounded’ he means just what Kripke means; namely, that the sen-

tence is not determined to be either true or false by virtue of the truth or falsity of non-

aletheic sentences (i.e., those not containing occurrences of the truth predicate). All 

paradoxical sentences are ungrounded, but there are many non-paradoxical sentences 

that are ungrounded as well. Some of the principles of the theory turn out to be non-

paradoxical, but ungrounded. Thus, the theory implies that some of its principles (e.g., 

instances of (T-Out)) are ungrounded. 

 One might wonder: how can Maudlin coherently assert his own theory when it 

implies that it is untrue? His answer is: truth is not a necessary condition for assertibility. 

He stipulates that it is permissible to assert some ungrounded sentences, including those 

that compose his theory of truth. However, all false sentences are not assertible and all 

true sentences are assertible. He is clear on this point: 

  If one accepts the theory and the standard of permissibility, then one is permitted to assert the 

theory and also to assert that the theory is not true. This would only be self-contradictory if one 

also claimed that only true sentences should be asserted, but this is something we deny.   30      

 Thus, once one rejects the received view that truth is a necessary condition for asserti-

bility, one can both assert Maudlin’s theory and assert that it is not true. 

 However, this move brings with it two additional problems. The fi rst is that once one 

adds the predicate ‘permissible’ to the language to which the theory applies, one can 

generate new paradoxes with sentences like: 

   (9)  (9) is not permissible.   

 If (9) is permissible, then (9) is false and permissible, but if (9) is not permissible, then 

(9) is true and impermissible. Either way one is forced to accept that either some per-

missible sentences are false or some true sentences are impermissible, which is incom-

patible with Maudlin’s permissibility standard. Note that this is a diff erent kind of revenge 

paradox—an inconsistency problem. In his attempt to lessen the blow of one kind of 

revenge paradox (i.e., the self-refutation problem), Maudlin stumbles into the other 

kind of revenge paradox (i.e., the inconsistency problem). This is not a coincidence—as 

    29    Maudlin ( 2004  ). Maudlin sometimes speaks as if he endorses a non-classical theory of truth, but he uses 

‘non-classical’ in a non-standard way. See  Field ( 2006c  ) and  Maudlin ( 2006a ,  2006b ,  2008  ) for discussion.  

    30    Maudlin ( 2004  : 178).  
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I have mentioned, there is an oscillation between these revenge paradoxes so that, when 

a theorist turns his attention to fi ghting one, the other strikes. Then, when he turns his 

attention to the other, the fi rst returns. 

 In response to this permissibility version of the inconsistency problem, Maudlin bites 

the bullet and accepts that every set of rules for permissibility is inconsistent (i.e., in the 

parlance of this book, that permissibility is an inconsistent concept). “Indeed, the practi-

cal advice one is likely to off er with respect to rules of permissibility is this: simply try to 

avoid conversational contexts which lead into problematic areas (e.g., the discussion of 

sentences like [(9)].”   31    Maudlin seems to think that this is “a problem we must learn to 

live with.”   32    But notice the evidence he marshals to convince us that permissibility is an 

inconsistent concept—that it gives rise to paradoxes structurally identical to the liar. For 

some reason Maudlin is convinced by the “obvious argument” for the inconsistency of 

permissibility, but resists the obvious argument for the inconsistency of truth. I am at a 

loss to explain why. 

 The second problem with revising the received view of permissible assertion is that 

it is incompatible with truth’s expressive role. Although Maudlin fails to consider this 

problem, it follows easily from his unorthodox views on permissibility. Maudlin 

writes: 

  If a sentence is ungrounded, then it is not appropriate to assert that the sentence is true or that 

the sentence is false. The claim that an ungrounded sentence is either true or false, such as [the 

liar is true or the liar is false], is, we shall say, impermissible.   

 Imagine a situation in which Ned wants to assert some sentence, say, the schematic rule 

for the biconditional (i.e., a biconditional is true iff  both components have the same 

truth value), but he cannot remember exactly how it is formulated. All he needs to do is 

use ‘true’ as a device of endorsement—he should assert ‘the biconditional rule is true’. 

Of course, Ned’s utterance is impermissible since the biconditional rule is ungrounded 

and according to Maudlin, it is impermissible to assert that ungrounded sentences are 

true.  Thus, Maudlin’s view gives us the wrong predictions with respect to truth’s expres-

sive role.  Therefore, it is not a good descriptive theory of our aletheic practice.  The 

problem has nothing to do with Maudlin’s claim that any system of principles for per-

missibility is inconsistent. No matter what one says about how to explain permissibility, 

Ned’s utterance is permissible. It is a datum to be explained. 

 Notice also that this objection is far more vulgar than the one Kripke poses for the 

orthodox approach (explained in  Chapter  3  ). In Kripke’s objection, the speaker does 

not know the level of the sentence she wants to endorse, but if she did, then she would 

be able to use the truth predicate as a device of endorsement. At least the orthodox 

approach gets the latter situations right. For Maudlin, no matter how much the speaker 

knows about the ungrounded target, it is still impermissible to assert that it is true. And 

remember, Kripke’s objection to the orthodox approach convinced an entire generation 

    31    Maudlin ( 2004  : 175).         32    Maudlin ( 2004  : 177).  
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of theorists to seek new philosophical and logical approaches to the aletheic paradoxes; 

it is the meter bar of objections. Maudlin’s failure to take any of this seriously should 

serve as a red fl ag: avoid tangling with the self-refutation problem.  

     4.3.2  The burden of proof   

 Because the standard response to a revenge paradox is to deny the intelligibility of one 

or more concepts expressed by words composing the revenge paradoxical sentence in 

question, there is an issue of whether these terms are meaningful, whether they are 

coherent, and who has the burden of proof in these debates. Take, for example, Priest on 

Boolean negation. It is easy to show that if the artifi cial language Priest proposes as a 

model for our natural language contains Boolean negation, then it is trivial. It would 

contain a sentence that says of itself that it is Bnot true (again, ‘Bnot’ expresses Boolean 

negation) and one could then derive any sentence of the language via revenge-type 

reasoning. 

 In response to this objection, Priest denies that there is such a thing as Boolean nega-

tion. He responds to any attempt to show that Boolean negation exists or is coherent by 

claiming that the argument in question begs the question against paraconsistent dialethe-

ism.   33    That is, any attempt to show that Boolean negation exists or is coherent must 

appeal to Boolean negation, or at least, must presuppose that paraconsistent dialetheism 

is unacceptable. For Priest, the burden of proof is on the person pushing the revenge 

objection, while the theorist can sit back and play defense. 

 However, when criticizing others, Priest is all too happy to assume that the burden 

of proof is on the theorist. He writes when arguing the same kind of objection to 

Field: “There are notions which, for all the world, appear to us to be intelligible; these 

cannot, on pain of contradiction, be expressed in the object language. If we declare 

them meaningless, this is for no reason, in the last resort, other than that they lead to 

contradiction. As far as solutions to the paradoxes go, the result is, to put it mildly, dis-

appointing.”   34    It seems like Priest would not be satisfi ed if his target complains that 

any attempt to prove that the notions in question are meaningful or coherent begs the 

question against the target’s favored theory. Instead, the target has the burden of proof 

to show that they are indeed meaningless or incoherent, and presumably this sort of 

argument would have to be  independent  of the favored theory in question. That is, one 

cannot just trot out the revenge paradoxes as evidence that the notions are meaning-

less or incoherent. Moreover, we would also need an explanation of why they seemed 

meaningful or coherent in the fi rst place. Of course, Boolean negation appears for all 

the world to be intelligible, so Priest’s objection to Field seems unfair given Priest’s 

defense of his own view. 

 Priest’s double standard for revenge objections is obviously unreasonable, but it would 

be good to have a position on who really has the burden of proof in these cases. Beall 

writes on this topic: 

    33   See  Priest ( 1990  : 204–9; 2006b: Ch. 5).         34    Priest ( 2005  : 46).  
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  The diffi  culty in successfully launching Rv3 might be put, in short, as follows. Theorist advances 

 L  
m
  as a model of (relevant features of )  L  , our real language. Rv3 Revenger alleges that  X  exists 

in  L  , and shows that, on pain of triviality,  X  is inexpressible in  L  
m
 . The diffi  culty in adjudicating 

the matter is that . . . Theorist may reasonably conclude that  X  is incoherent (given the features 

of our language that Theorist advances). Of course, if Revenger could establish that we need to 

recognize  X , perhaps for some theoretical work or otherwise, then the debate might be settled; 

however, such arguments are not easy to come by. 

 The burden, of course, lies not only on the Rv3 Revenger; it also lies with the given theor-

ist. For example, typical paracomplete and paraconsistent theorists must reject the intelligibil-

ity of any EE device in our language. Inasmuch as such a notion is independently plausible—or, 

at least, independently intelligible—such theorists carry the burden of explaining why such a 

notion appears to be intelligible, despite its ultimate unintelligibility. Along these lines, the 

theorist might argue that we are making a common, reasonable, but ultimately fallacious gen-

eralization from ‘normal cases’ to all cases, or some such mistake. (E.g., some connective, if 

restricted to a proper fragment of our language, behaves in the EE way.) Alternatively, such 

theorists might argue that, contrary to initial appearances, the allegedly intelligible notion 

only appears to be a clear notion but, in fact, is rather unclear; once clarifi ed, the alleged EE 

device (or whatever) is clearly not such a device. (E.g., one might argue that the alleged notion 

is a confl ation of various notions, each one of which is intelligible but not one of which 

behaves in the alleged, problematic way.) Whatever the response, theorists do owe something 

to Rv3 revengers: an explanation as to why the given (and otherwise problematic) notion is 

unintelligible.   35      

 I agree with Beall on this matter. Any theorist responding to revenge objections should 

be able to give  independent  evidence that the notions in question are meaningless or 

unintelligible and explain why they were taken to be intelligible in the fi rst place. More-

over, anyone pushing a revenge objection should be able to provide evidence that the 

notions in question are meaningful and coherent, or why it does not matter whether 

they are coherent. I take the latter strategy to be fairly easy to accomplish, as I argue in 

just a moment. 

 In particular, I do not see that Priest’s response to revenge objections concerning 

Boolean negation are successful. There is a long-standing problem in philosophy of 

logic about how one might justify one’s basic logical notions and inference rules. For 

example, if one wants to justify the legitimacy of  modus ponens , then one will have a hard 

time not using  modus ponens  in one’s justifi cation. The same goes for justifying the legiti-

macy of the classical conditional or classical negation.   36    Despite the fact that attempts to 

justify our basic logical rules and logical concepts are bound to be circular, we do not 

thereby conclude that they are illegitimate or that the linguistic expressions that purport 

to express them can be dismissed out of hand as unintelligible or meaningless. Instead, 

one would have to dig into this vexed issue and show somehow that Boolean negation is 

    35    Beall ( 2008b  : 13–14).  

    36   See  Dummett ( 1978  ),  Boghossian ( 2000 ,  2001 ,  2003a  ),  S. Shapiro ( 2000  ),  Williamson ( 2003  ),  Wright 

( 2004a ,  2004b  ),  Tennant ( 2005  ),  Dogramaci ( 2010  ), and  Kroedel ( 2012  ) for discussion.  
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in an especially bad position—worse than the standard circularity problem. Thus, 

Priest’s strategy for replying to revenge objections should be rejected. 

 Here is what I take to be the upshot of these considerations on burden of proof. It is 

hopeless for a theorist to claim that the crucial linguistic expressions that fi gure in 

revenge paradoxes are meaningless. To say that is to abandon any reasonable stance in 

linguistics, which treats established usage as defi nitive of meaningfulness. Adopting an 

approach to the aletheic paradoxes that rejects out of hand a foundational assumption of 

the science of linguistics is just as ridiculous as being a young Earth creationist. I do not 

see how any self-respecting philosopher could advocate something like that. 

 Given that the expressions in question are meaningful, the question then becomes: 

are they intelligible? I think that the best way to understand this question is as asking 

whether they express consistent concepts. Consider the EE operator example again. An 

EE operator is one that is stipulated to obey excluded middle and  ex falso . That is, these 

are its constitutive principles. I do not take the question of whether there really is such a 

concept seriously. We can stipulate that our words have certain meanings (in the form of 

constitutive principles) without any worry that they might not really have these mean-

ings (i.e., constitutive principles). They might not have the extensional, intensional, or 

metaphysical features that we think they do, but there is no worry about their constitu-

tive principles. As such, there is no worry about whether these concepts exist. 

 Thus, the best thing for a consistency theorist to say in response to a revenge objec-

tion is that the concepts that fi gure in the revenge paradoxes are inconsistent. As such, 

there is no reason that the theory of truth being defended should be expected to apply 

to sentences with words that express them. The theorist can simply dismiss these sen-

tences out of hand, even if they do show up in English or could easily be added to it.  

     4.3.3  Unintelligible?   

 As an example of a theorist who admits that the revenge-generating expressions are 

meaningful, but denies that they express consistent concepts, consider again Hartry 

Field. Recall that it is impossible to defi ne a completely defi ned indeterminacy 

predicate in the language he constructs. Thus, he never has to deal with a real revenge 

paradox, like:

   (5)  (5) is either false or indeterminate   

 where ‘indeterminate’ is completely defi ned (i.e., every sentence is either indeterminate 

or not indeterminate). Field’s theory clearly cannot handle sentences like (5). What does 

he say about them? 

 Field argues (convincingly in my view) that one need not use any such linguistic 

expression to formulate his theory (his semantic theory uses a completely defi ned 

notion of semantic value, but it is relative to a model and so cannot be used to construct 

a revenge paradox). In addition, he argues against the claim that the artifi cial language he 

constructs avoids revenge paradoxes only because it has expressive limitations. Instead, 

he claims that sentences like (5) are unintelligible. Indeed, Field argues, any linguistic 



revenge 107

expression that is not in his artifi cial language and seems to give rise to a revenge para-

dox (e.g., ‘indeterminate’) is unintelligible; however, by ‘unintelligible’ he does not mean 

 meaningless :

  I don’t want to deny that we have these notions; but not every notion we have is ultimately 

intelligible when examined closely. A large part of the response to the counterintuitiveness 

qualm will be an argument, in Part Four, that the notion of “the” hierarchy of iterations of D 

has a kind of inherent vagueness that casts doubt on there being a well-behaved notion of 

“Dα-true for every α”; and without that there is no reason to suppose that there is a well-

behaved notion of “determinately true in every reasonable sense of that term”. The apparent 

clarity of such notions is an illusion.   37      

 Field then argues that there is no way to extrapolate from the hierarchy of determinate-

ness predicates to defi ne a well-behaved (i.e., intelligible) notion of hyper-determinate-

ness (i.e., a notion of determinateness that obeys excluded middle).   38    

 I am willing to admit that if we have only the resources provided by Field’s artifi cial 

language, then we will be unable to defi ne a well-behaved notion of hyper-determin-

ateness. However, it seems to me that this point does little to quell the revenge worries. 

The problem is  not : how can we use the resources Field gives us to generate a paradox his 

theory cannot handle? The problem is: we have a notion of determinateness that obeys 

excluded middle (i.e., what Field calls hyper-determinateness) and one cannot express 

this notion in Field’s artifi cial language. Thus, Field avoids revenge only by an expressive 

limitation on his language. 

 If one is not convinced that we either have or can stipulate a notion of determinate-

ness that has LEM as a constitutive principle, then consider negation, about which more 

can be said. Instead of a truth-table defi nition, we can defi ne exclusion negation by the 

following rules:

  (LEM) ⊢ p ∨ ¬p 

 (EFQ) p, ¬p ⊢ ⊥   

 However, it is easy to show that exclusion negation is not defi nable in the languages 

Field considers (and it cannot be added without trivializing the language). 

 So what? One might wonder why this matters. There are several reasons. First, we 

seem to have something like exclusion negation in English. Here is a quotation from 

Kripke:

  Liar sentences are  not true  in the object language, in the sense that the inductive process never 

makes them true, but we are precluded from saying this in the object language by our interpreta-

tion of negation and the truth predicate. If we think of the minimal fi xed point, say under the 

Kleene valuation, as giving a model of natural language, then the sense in which we can say, in 

natural language, that a Liar sentence is not true must be thought of as associated with some later 

    37    Field ( 2008c  : 119).  

    38   Field also discusses what he calls “model-theoretic revenge,” but it is distinct from the sort of worry 

that I have pressed in this book; see  Field ( 2008c  : 106–9).  
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stage in the development of natural language, one in which speakers refl ect on the generation 

process leading to the minimal fi xed point.   39      

 The fourth word of the quotation is ‘not’, but it does not make sense to think that it is 

choice negation since that reading would make Kripke’s own sentence indeterminate. 

Instead, it makes the most sense to say that it expresses exclusion negation or that he is 

using classical negation. 

 Field is well aware that this is a pressing worry and he claims that exclusion negation 

too is “unintelligible” (he has to say the same about classical negation). He is careful to 

point out that he thinks that exclusion negation is meaningful; it is just an inconsistent 

concept.   40    Field defends this response in several ways. First, there is no way to defi ne 

exclusion negation in the languages he considers. Second, he claims that there is no 

good argument for the legitimacy of exclusion negation—any purported argument is 

circular (i.e., it uses exclusion negation). Third, he suggests a way of interpreting some-

one who mistakenly uses exclusion negation. 

 I take it that the fi rst point is just that nothing in Field’s approach to the aletheic para-

doxes requires exclusion negation; nor does it require anything that could be used to 

defi ne exclusion negation. In terms of Beall’s three recipes for revenge, it seems that 

Field is denying that either recipe 1 or recipe 2 will be successful. I agree with him on 

this—the presence of exclusion negation, or anything in terms of which it could be 

defi ned, would make Field’s language trivial, and he has proven that it is not trivial. 

 The second point is the same argument we saw from Priest. We know that we cannot 

argue for the coherence of our basic logical concepts without begging the question, so 

Field’s reasoning here is not convincing. The important thing to recognize is that if 

speakers of natural language use these expressions and have good reason to use them 

(and I think it is very plausible that they do), then Field’s solution will carry serious hid-

den costs. 

 That brings us to his third point. Field writes: 

  I’ve heard it argued that even if no  good  theory posits a Boolean negation, we haven’t solved the 

paradoxes until we’ve given an account of how to apply the term ‘true’ to the sentences of 

someone who has a  bad  theory according to which the word ‘not’ obeys all of Boole’s assump-

tions (or at least, to the sentences of someone for whom this bad theory plays such a central role 

in his linguistic practices that it determines what ‘not’ means for him.) But I don’t think that this 

raises an interesting challenge. There is bound to be a certain arbitrariness in how we attribute 

truth-values to sentences that contain concepts we fi nd defective (e.g., ‘tonk’ ( Prior  1960  ) or 

‘Boche’ ( Dummett  1973  : 454)). We can’t, for instance, regard both ‘All Germans are Boche’ and 

‘All Boche are prone to cruelty’ as true, unless we share the racist beliefs of those who possess 

the concept; but a decision as to which (if either) should count as true, in the language of the 

racist for whom both beliefs enter into his practices in a “meaning-constituting” way, seems both 

pointless and unlikely to have a principled answer. Similarly for the use of ‘not’ by someone with 

a defective theory. Probably the simplest course is to translate his ‘not’ with our ‘not’, in which 

    39    Kripke ( 1975  : 714).         40    Field ( 2008a  ).  



revenge 109

case his claims to the validity of excluded middle will come out false even though they were 

“meaning-constitutive”; but there’s no reason to take a stand on this translation, or to think that 

there’s a determinate fact of the matter as to whether it’s correct.   41      

 There is a lot going on in this passage. The mention of ‘tonk’ and ‘Boche’ is a reference to 

previous work on defective concepts. ‘Boche’ is an old French derogatory term for Ger-

mans, which has the connotation that Germans are barbaric. Michael Dummett popular-

ized it in a discussion of inferential role semantics. It seems inappropriate to use ‘Boche’ 

since it seems that any use is an implicit endorsement of the claim that all Germans are 

barbaric (the same point holds for other pejoratives).   42    When Field writes about ‘not’ 

obeying all Boole’s assumptions, he is talking about exclusion negation (at least in the 

context of a paracomplete approach). He describes those who use exclusion negation as 

having a bad theory of negation. By this, he means that someone who uses ‘not’ to express 

exclusion negation has false beliefs about negation. Finally, Field accepts Quine’s criti-

cism of analyticity and his argument for the indeterminacy of translation, which are con-

troversial and immensely infl uential theses in the philosophy of language. The former 

attempts to undermine the idea that any sentences are true by virtue of their meanings 

alone, while the latter purports to show that meaning and translation are largely indeter-

minate.   43    Putting all this together: someone who uses ‘not’ to express exclusion negation 

has a bad theory of negation and we should attribute truth values to his or her sentences 

by simply translating them into Field’s paracomplete language since there is no fact of 

the matter as to what they “really” mean. The eff ect is that Field advocates treating every-

one who uses ‘not’ as meaning exactly what Field means when he uses ‘not’. 

 Why is this a problem? Most people do not have theories of negation—they utter 

sentences that contain ‘not’ in certain circumstances and they interpret others who utter 

sentences that contain ‘not’ in certain circumstances. The question for a philosopher of 

language or a linguist who works on semantics or pragmatics is: what is the best way to 

make sense of how English users behave? If it turns out that a theory on which ‘not’ 

expresses exclusion negation on some occasions provides the best explanation of how 

English users use ‘not’, then Field’s approach has a major cost—namely, it cannot be 

applied to English. 

 Is there any reason to think that people use ‘not’ in this way? Yes. The intuitive evi-

dence is the following. If I say that p is not true, and I mean to be saying that p is some-

thing other than true (which includes falsity, indeterminacy, or whatever), then I take 

myself to be saying something true, no matter how indeterminate p might be. But Field 

cannot accommodate this intuition. If Field is correct, then no matter how much I try, if 

p is indeterminate enough, my sentence will be indeterminate as well. To be a bit more 

careful about this point: Field will translate my claim that p is not true as ‘p is not D σ true’ 

    41    Field ( 2008a  : 309–10, n. 1).  

    42   See  Dummett ( 1973  : 454),  Brandom ( 1994b  : 125–32; 2009: 124),  Williamson ( 2003 ,  2006  ), and  Hom 

( 2008  ).  

    43   See  Quine ( 1951 ,  1960  ).  
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for some σ, but no matter how large σ is, if p’s level of indeterminacy is higher, ‘p is not 

D σ true’ is indeterminate (at some level or other). Moreover, according to Field, it is 

incoherent for me to say or believe that p is not true, where this claim or belief is true no 

matter what level of indeterminacy p has.   44    

 In addition, linguists claim that ‘not’ in English (at least sometimes) is properly inter-

preted as exclusion negation, and linguists use exclusion negation in their theories. Here 

are two examples. 

 Jay Atlas in  Philosophy without Ambiguity  (1989) argues that ‘not’ has a general sense and 

on particular occasions of use it can express either choice negation or exclusion nega-

tion. There is linguistic evidence that ‘not’ is univocal and invariant because it fails 

 ambiguity tests and context-dependence tests; thus, it is neither ambiguous nor context-

dependent. Nevertheless, on many occasions, it makes the most sense to interpret Eng-

lish speakers as meaning exclusion negation when they use ‘not’.   45    A second example is 

that Laurence Horn in  A Natural History of Negation  (2001) surveys views on negation 

from Aristotle to present, the evidence for choice negation readings of ‘not’ vs. exclu-

sion negation readings of ‘not’, and how these readings interact with other linguistic 

phenomena (presupposition, conversational implicature, scope, etc.). He too argues that 

‘not’ is not ambiguous or context-dependent. Rather, exclusion negation provides the 

semantics for natural language descriptive (non-metalinguistic) negation or predicate 

denial (in Aristotle’s sense), and what seems like choice negation is an artifact of prag-

matic tendencies like that of reading topical/defi nite subjects as taking wide scope with 

respect to ordinary predicate denial.   46    

 On the other hand, there is no evidence that English contains a transfi nite hierarchy 

of determinate truth predicates. No scientists studying English have ever found any data 

to support such a view. The only support Field can off er is “well, that’s just a conse-

quence of the best way I can think of to solve the liar paradox.” Perhaps this kind of 

armchair justifi cation would be compelling if its consequences were obscure enough to 

have avoided any scientifi c inquiry, but that is not the case—linguists have plenty of data 

that suggest we often use ‘not’ to express exclusion negation. Blanket dismissal of these 

results is on par with being a Creationist or a fl at-Earther. 

 I suppose Field could say that the evidence cited by Atlas and by Horn is compatible 

with English having some kind of expression that behaves like exclusion negation in 

their examples, but which fails to obey excluded middle in paradoxical settings. Of 

course, to be convincing, he would have to fi nd some kind of independent evidence to 

support this claim. However, instead of developing this line of thought, it might be bet-

ter to just stop banging on a square peg and recognize that the hole is round.  

     4.3.4  Importing revenge   

 Even if one restricts one’s theory of truth to languages that do not have the resources for 

explicit revenge paradoxes, seemingly innocent languages can harbor revenge paradoxes 

    44    Field ( 2008a  ).         45    Atlas ( 1989  : Ch. 3).         46    Horn ( 2001  ).  
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because they have the ability to refer indirectly to languages with explicit revenge 

 paradoxes. That is, using the resources of the seemingly innocent language, one can 

import a revenge paradox from the restricted language. 

 Let T be a theory of truth that accepts both (T-In) and (T-Out) and assume that 

‘pathological’ is the status T assigns to paradoxical sentences (I am taking it for granted 

that if a sentence is pathological, then it is Bnot true, and that excluded middle holds for 

‘pathological’). Let p be a sentence that gives rise to a revenge paradox for T; for example 

p might be ‘p is either false or pathological’. The standard response to this kind of prob-

lem is to say that T is restricted so that it does not apply to languages containing anything 

like p. Let p be a sentence of language M. Assume that L is a language that does not con-

tain p or any translation of it, L contains an unrestricted truth predicate (i.e., one that is 

not language-specifi c), and L contains a singular term that refers to p (we might as well 

use ‘p’). So, L does not seem to contain anything that would give rise to a revenge para-

dox for T since it does not contain p itself. However, L does contain the sentence ‘p is 

true’; call this q. If p were in the scope of T, then T would imply that p is both true and 

either false or pathological; that, again, is the conclusion of the argument with which 

this section began, and it is the reason why T is restricted to avoid p. Nevertheless, q  is  in 

the scope of T, and an argument with the same form shows that T implies that q is both 

true and either false or pathological. The upshot is that if p generates a revenge paradox 

for T, then q generates a revenge paradox for T. Thus, to avoid revenge paradoxes, T 

should be restricted so that it does not apply to q either. Moreover, it must be restricted 

so that it does not apply to sentences that attribute truth to q, and those that attribute 

truth to those that attribute truth to q, and so on. Call this an  importation problem .   47    

 One way to avoid this problem is to formulate a theory of language-specifi c truth 

(e.g., ‘true-in-English’), and to claim that truth predicates of natural language can be 

explained in terms of language-specifi c truth predicates. If L contains ‘true-in-L’ instead 

of ‘true’, then q would be ‘p is true-in-L’, which is false since p is not a sentence of 

L. Thus, for approaches to the aletheic paradoxes that give rise to revenge paradoxes, 

language-specifi c truth predicates play an absolutely essential role. 

 Matti Eklund presents a diff erent kind of importation argument in his recent discus-

sion of revenge paradoxes. Eklund argues that even if a language L cannot  directly  formu-

late revenge paradoxes, it might  indirectly  express the concepts suffi  cient to formulate 

revenge paradoxes. Here is his defi nition of indirect expressibility: 

  A property ϕ is  indirectly expressible  in a language L iff  there is a predicate F of L such that for 

some context c, an utterance of F by a speaker of L is such that for all x, ‘F(x)’ and ‘x has ϕ’ have 

the same truth-value.   48      

    47   Importation problems can also take the form of liar pairs. If L contains an unrestricted truth predicate but 

no pathologicality predicate, and L´ contains a falsity predicate and a pathologicality predicate, but no truth 

predicate, then L contains a sentence b = ‘a is true’ where a = ‘b is false or pathological’ and a is a sentence of 

L´. T seems to apply unproblematically to both L and L´, but that is not the case; although neither language, 

by itself, has the resources to construct a revenge paradox, together they have a revenge pair (a and b).  

    48    Eklund ( 2008a  : 61).  
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 For example, L might have the predicate ‘falls under Frink’s favorite predicate’, where 

Frink’s favorite predicate belongs to some other language suffi  cient to formulate revenge 

paradoxes. (Note that ‘falls under’ is a satisfaction predicate.) Imagine that Frink’s favorite 

predicate is ‘pathological’ as used by theory T. Then L would have a sentence r, which is 

‘r is either false or r falls under Frink’s favorite predicate’. It should be obvious that 

roughly the same argument as above shows that T implies that r is true iff  it is either false 

or pathological. So, indirect expressibility poses serious problems for approaches to the 

aletheic paradoxes that give rise to revenge paradoxes. 

 It seems to me that the proponent of an approach that faces this kind of importation 

problem should follow the same strategy as above. That is, she should stipulate that only 

language-specifi c satisfaction predicates are legitimate. For example, if L contains only 

‘falls-under-in-L’ instead of ‘falls under’, then Eklund’s importation argument is thwarted. 

Presumably, one would want to stick with the same policy for all semantic predicates of L. 

 Given the crucial role language-specifi c (LS) truth predicates play in revenge avoid-

ance strategies, it would be a major blow to all consistency views if natural-language 

truth predicates could not be explained in terms of LS truth predicates. That is exactly 

what I argue in the next subsection, which should be thought of as supporting the 

importation considerations above.  

     4.3.5  Language-specifi c truth predicates   

 Just to be clear about the purpose of this section, let us review: the main argument 

 (section 4.3) has as a premise that theories of truth that are restricted to avoid revenge 

paradoxes are unacceptable. Because of importation problems, any theory of truth that is 

restricted to avoid revenge paradoxes has to be a theory of a LS truth predicate. Here I 

complete the case for that premise of the revenge argument by showing that natural-

language truth predicates cannot be explained in terms of LS truth predicates. 

 Let a theory of truth that takes its primary explanandum to be LS truth predicates be 

an  LS theory .   49    The fi rst problem for LS theories is that speakers of natural languages 

routinely apply their truth predicates to foreign sentences. For example, one can attribute 

truth to a German sentence by using the truth predicate of English (e.g., ‘ ‘Schnee ist 

weiss’ is true’ is a true sentence of English). However, ‘ ‘Schnee ist weiss’ is true-in- 

English’ is not a true sentence of English. Thus, the simple LS theory on which ‘true’ 

just means  true-in-English  has false consequences. 

 A more complex LS theory avoids this problem. For example, an LS theory on which 

‘true’ is ambiguous and can have the meaning of any of the LS truth predicates is 

    49   For defl ationist theories of this sort (i.e., disquotational theories), see  Leeds ( 1978 ,  1995 ,  2007  ),  Field 

( 1986  ) (in which they are discussed but not endorsed),  M. Williams ( 1986 ,  1999 ,  2002  ),  Resnik ( 1990  ), 

 Quine ( 1992  ),  McGee ( 1993  ),  Field ( 1994a ,  1994b  ),  Weir ( 1996  ),  Halbach ( 1999 , 2000,  2002  ), and  J. Burgess 

( 2002  ). For examples of LS theories among approaches to the aletheic paradoxes, see  van Fraassen ( 1968  ), 

 Parsons ( 1974 ,  1983  ),  Kripke ( 1975  ),  Priest ( 1979 ,  2006a  ),  Burge ( 1979  ),  Feferman ( 1982  ),  Herzberger 

( 1982  ), Skyrms (1984),  Yablo ( 1985  ),  Reinhardt ( 1986  ),  McGee ( 1991  ),  Gaifman ( 1992  ),  Gupta and Belnap 

( 1993  ),  Simmons ( 1993  ),  McDonald ( 2000  ),  Field ( 2002 ,  2003a ,  2003b ,  2008a  ), and  Maudlin ( 2004  ).  
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untouched by this objection. On this view, in the sentence ‘ ‘snow is white’ is true’, ‘true’ 

means  true-in-English . In the sentence ‘ ‘Schnee ist weiss’ is true’, ‘true’ means  true-in-German . 

Call this the  ambiguity LS theory . 

 There is a substantial body of literature in linguistics on tests one can perform to 

determine whether a linguistic expression is ambiguous.   50    For example, one cannot 

express the claim that Carl went to the fi nancial institution and Lenny went to the edge 

of a river by asserting ‘Carl and Lenny each went to the bank’ because ‘bank’ is ambigu-

ous; in addition, sentences like ‘Carl went to the bank, but he did not go to the bank’ 

have non-contradictory readings because ‘bank’ is ambiguous. However, one can express 

the claim that ‘Schnee ist weiss’ is true and ‘snow is white’ is true by asserting ‘ ‘Schnee ist 

weiss’ and ‘snow is white’ are true’; in addition, the sentence ‘ ‘Schnee ist weiss’ is true, but 

‘Schnee ist weiss’ is not true’ is a contradiction. Thus, ‘true’ fails the standard ambiguity 

tests.   51    

 In addition, the ambiguity LS theory faces another problem. Consider the following 

example. Ned and Maude are at a bar, having a conversation in English. Maude is a dis-

tinguished expert on ring-tailed lemurs, and Ned is aware of this fact. Maude tells Ned 

that on Monday she was at a talk given by Helen, another expert on ring-tailed lemurs. 

Maude informs Ned that Helen argued for a certain thesis, but Maude does not tell Ned 

what the thesis is because the complexities do not matter for her purposes in the con-

versation. Maude simply refers to it as  Helen’s thesis . Maude remarks that Helen’s thesis 

implies that a theory Maude recently published is false, and she tells Ned that she now 

agrees with Helen. Assume that Maude is right about the truth of Helen’s thesis and its 

consequence. Later that morning, Ned bumps into Tim at the library. Tim is writing a 

paper on ring-tailed lemurs, and he informs Ned that he is planning to rely on Maude’s 

recently published theory. Ned tells Tim that Maude’s theory is false. Tim knows that 

Ned is usually sincere and trustworthy, but that Ned does not know much about the 

literature on ring-tailed lemurs; accordingly, Tim challenges Ned on his assertion. Ned 

responds by asserting ‘if Helen’s thesis is true, then Maude’s theory is false’ and ‘Helen’s 

thesis is true’. Ned, of course, explains to Tim that Maude informed him of these facts. 

After hearing this, Tim scurries off  to the bar to fi nd Maude so that he can fi nd out what 

Helen’s thesis is. 

 Ned’s assertion of ‘Helen’s thesis is true’ is an expressive use of a truth predicate since 

Ned is using it to endorse Helen’s thesis even though he is unable to assert Helen’s thesis 

directly (i.e., it is a blind use). Moreover, it is felicitous. What, according to the ambiguity 

LS view, is the meaning of ‘true’ in Ned’s sentence? If it meant  true-in-English  and Helen’s 

thesis is a sentence of some other language, then Ned’s sentence would be false. The 

problem is, Ned does not know which language Helen was speaking, so he does not 

    50   See  Zwicky and Sadock ( 1975  ),  Cruse ( 1986  ),  Atlas ( 1989  ),  Gillon ( 2004  ), and  Kennedy ( 2010  ) for 

discussion.  

    51   It seems to me that these results cast considerable doubt on Kölbel’s claim that ‘true’ is ambiguous; see 

 Kölbel ( 2008a  ).  
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know which meaning to pick. Thus, the ambiguity LS theory requires too much of 

speakers using ‘true’ in situations like this. It implies (given the Content Determination 

Condition (CDC)) that Ned should know what language Helen was speaking in order 

for his utterance to be felicitous. 

 An ambiguity LS theorist might claim that ‘true’ just gets whatever meaning is appro-

priate independently of what Ned intends. This idea fl ies in the face of evidence from 

linguistics about ambiguous terms, but so be it. Assume Helen was speaking French. 

Now, according to the LS-ambiguity theory, the truth predicate in Ned’s sentence 

means  true-in-French , and his sentence means that Helen’s thesis is true-in-French. How-

ever, now the problem is that the meaning of Ned’s sentence is not available to anyone in 

his conversation with Tim. Neither Ned nor Tim knows what Ned’s sentence means 

and there is no way for them to recover its meaning from what has been said or the con-

text of utterance. Thus, the ambiguity LS theorist who follows this path runs afoul of 

the CDC. 

 Instead of defending the ambiguity LS theory, some defl ationists who advocate LS 

theories suggest that natural-language truth predicates are synonymous with ‘translata-

ble into a sentence of L that is true-in-L’. Call this a  translational LS theory .   52    For example, 

on this view the English sentence ‘ ‘Schnee ist weiss’ is true’ means that ‘Schnee ist weiss’ 

is translatable into an English sentence that is true-in-English. 

 There are at least two options for how a translational LS theory interprets an English 

sentence like ‘ ‘Schnee ist weiss’ is true’: the  quantifi cational version , which treats this sen-

tence as ‘(∃x)(x is a sentence of English and x is a translation of ‘Schnee ist weiss’ and x is 

true-in-English)’, and the  constant version , which treats it as ‘p is a sentence of English and 

p is a translation of ‘Schnee ist weiss’ and p is true-in-English’, where ‘p’ is a constant. 

When interpreting multiple-target truth attributions (e.g., ‘all the sentences Carl 

asserted yesterday are true’), the quantifi cational version of the translational LS theory is 

the only acceptable option.   53    Thus, one might as well endorse it in general. 

 Although the translational LS approach seems to explain the English word ‘true’ 

with only a single LS truth predicate (‘true-in-English’), this is an illusion. Consider 

    52   The move is familiar in the face of other criticisms leveled against LS approaches; for such criticisms, 

see  Blackburn ( 1984  ),  David ( 1989 ,  1994  ),  Richard ( 1997  ),  Soames ( 1997  ),  Brendel ( 2000  ),  Horwich ( 2001  ), 

 Künne ( 2002  ), and  S. Shapiro ( 2002 ,  2003  ). These philosophers all address defl ationists who advocate the LS 

approach. Some philosophers who work on the logic of truth have criticized Tarski’s commitment to the LS 

approach; see  Field ( 1972  ),  Dummett ( 1978  : Introduction), and  Putnam ( 1985  ). See also  Davidson ( 1990  , 

2005) for a discussion of this issue.  

    53   The quantifi cational version can render this claim as: ‘for all x, if x is a sentence Carl asserted yesterday, 

then for some y, y is a sentence of English and y is a translation of x and y is true-in-English’. How should 

the constant version treat this sentence? Perhaps ‘for all x, if x is a sentence Carl asserted yesterday, then p is 

a sentence of English and p is a translation of x and p is true-in-English’? This cannot be right because it 

implies that p is a translation of all the sentences Carl asserted. Another option might be: ‘for all x, if x is a 

sentence Carl asserted yesterday, then p and q are sentences of English, and either p or q is a translation of x, 

and p and q are true-in-English’. This suggestion works only if Carl asserted at most two sentences on the 

day in question. A supporter of the constant version might suggest that the logical form of the truth attribu-

tion depends on the number of its targets, but this hardly seems plausible. Moreover, it abandons the view 

that ‘true’ means ‘translatable into a sentence of English that is true-in-English’.  
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the sentence ‘ ‘Schnee ist weiss’ ist wahr’ is true’. This should come out as a true sentence 

of English. However, according to the translational LS theory, it means ‘ ‘Schnee ist 

weiss’ ist wahr’ is translatable into a sentence of English that is true-in-English. What 

sentence could this be? Perhaps ‘ ‘Schnee ist weiss’ is true-in-English’? No, this sen-

tence will not work since it is not true-in-English. The only option for an LS theorist 

is to use ‘ ‘Schnee ist weiss’ is true-in-German’ as the translation into English. But, of 

course, that would require English to have ‘true-in-German’ as well as ‘true-in-Eng-

lish’. Thus, the translational LS theory cannot get away with using a single language-

specifi c truth predicate. It needs just as many as the ambiguity LS theory. 

 The translational LS approach is plausible only for accounts of language and accounts 

of translation on which all languages are intertranslatable. Otherwise, it faces an obvious 

criticism. Pick a true sentence p of a language L that is not translatable into English. The 

sentence ‘p is true’ is a true sentence of English, but the translational LS approach implies 

that it is false (on this view, ‘p is true’ means that for some x, x is a sentence of English and 

x is a translation of p and x is true-in-English—but, by stipulation, there is no such sen-

tence of English). Thus, I assume that, given the notions of language and translation 

employed by the translational LS theorist, all languages are intertranslatable. 

 This concession does not save the translational LS approach.   54    Consider again the 

example story with Ned, Maude, Helen, and Tim. Maude tells Ned about Helen’s thesis, 

but she does not tell him which language Helen was speaking when Helen asserted it. 

We can alter the example so that Maude tells Ned that Helen’s thesis cannot be trans-

lated into English because it involves technical jargon that currently belongs only to the 

language Helen was speaking when she asserted it. 

 Again, Ned is using ‘true’ to endorse a proposition that he cannot assert directly. Fur-

thermore, Ned believes that Helen’s thesis is not translatable into English; consequently, 

Ned believes that there is no sentence of English that is both a translation of Helen’s thesis 

and true-in-English. However, according to the translational LS theory, Ned’s sentence 

means that there is a sentence of English that is both true-in-English and a translation of 

Helen’s thesis. So, again, this theory imposes too strict a requirement on speakers using 

‘true’ in situations like this. It implies (again, given the CDC) that Ned should know that 

Helen’s thesis is translatable into English in order for his utterance to be felicitous. 

 In sum, I have argued that the basic LS theory, the ambiguity LS theory, and the trans-

lational LS theory all confl ict with the combination of truth’s expressive role and the 

CDC. The right conclusion to draw is that truth predicates are not language-specifi c in 

any way.   55    

    54   However, it does save the translational LS approach from other criticisms; for example,  S. Shapiro 

( 2003  ) argues that if it is not the case that all languages are intertranslatable, then the translational LS theorist 

has to accept a notion of logical consequence that is not acceptable to a defl ationist. See Field (2001e) and 

 S. Shapiro ( 2005  ) for comment.  

    55   Gary Ebbs tries to deal with the problem by off ering a new account of words. However, if successful, it 

would work only for attributions of truth (in English) to sentences that contain only words that have the same 

extensions as English words. Sentences like ‘ ‘Nelson fühlt Schadenfreude’ is true-in-English’ still pose a prob-

lem for Ebbs (as he admits) since there is no English equivalent of ‘Schadenfreude’. See  Ebbs ( 2009  : 141).  
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 Let us refl ect on the relevance of these considerations for the importation results in 

the previous subsection and the revenge argument in general. Many theorists facing 

revenge paradoxes deny that the linguistic expressions involved are meaningful or coher-

ent. I argued against these moves in section 4.2.2. Instead, a theorist might restrict his or 

her approach so that it applies only to languages without the resources to construct 

revenge paradoxes. The importation arguments in section 4.2.3 together with the 

results of this subsection show that restricting one’s theory in this way only guarantees 

that it has nothing to say about our natural-language truth predicate or the paradoxes it 

 engenders—for the restriction strategy to avoid importation problems, one has to focus 

exclusively on LS truth predicates and there is no sense in which the truth predicate of 

our natural language can be explained in terms of LS truth predicates.   

     4.4  The abductive argument   

 The third argument for an inconsistency view is that if one decides to treat truth as an 

inconsistent concept, then one has available a satisfying explanation of the current situa-

tion in truth studies. That is, one has a satisfying explanation of why the aletheic para-

doxes occur, why we are taken in by their reasoning, and why other theories of truth 

face revenge paradoxes, both inconsistency problems and self-refutation problems. 

 Explaining why the aletheic paradoxes arise and why we have been taken in by 

them is something other inconsistency theorists have emphasized, especially Matti 

Eklund.   56    The paradoxes occur because we reason using truth’s constitutive principles 

and some minimal logical principles that are constitutive of the logical connectives 

involved, but because truth’s constitutive principles are inconsistent, they allow us to 

reason to a contradiction. Those who treat truth as a consistent concept think that 

anyone taken in by the reasoning is making some kind of mistake—believing in a 

monster, accepting (T-In) and (T-Out), or using an intuitive conditional and an intui-

tive notion of derivability. The inconsistency theorist, on the other hand, thinks that 

our mistake is trusting our concept of truth. The very idea that our concepts might 

lead us astray is, although not unprecedented in the history of philosophy, certainly a 

minority view.   57    It was not until analytic philosophers brought the considerable logi-

cal resources made possible by the revolution in mathematics at the end of the nine-

teenth century to bear on the problem that it became evident that the problems with 

consistency views are systemic. There is no reason to think that prior to the develop-

ment of these tools, possessors of the concept of truth would have been able to clearly 

pin the blame on our concept of truth. 

 The explanation for why theories of truth that imply truth is a consistent concept 

face revenge paradoxes is straightforward. Our concept of truth is inconsistent in the 

    56    Eklund ( 2002a ,  2002b ,  2007 ,  2008a  ).  

    57   See  Mates ( 1981  : 55–7; 1989: 67) for an interpretation of Leibniz on which he thinks some concepts 

are inconsistent.  
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sense that its constitutive principles are incompatible. That is, there are objects that these 

rules classify as both true and not true. (In  Chapter  2  , I called the set of such objects the 

 overdetermination set  for truth.) All the paradoxical sentences considered so far are mem-

bers of the overdetermination set for truth.   58    Any theory of truth that implies that truth 

is a consistent concept and that includes these principles is inconsistent and can be ren-

dered consistent only by restricting it. If a theory of truth implies that some of the sen-

tences in the overdetermined set for truth are gaps, then the theory’s fate depends on 

which of these sentences it classifi es as gaps. Recall that many of the members of the 

overdetermination set for truth are truth attributions, and no matter what truth status 

(e.g., true, false, gappy, etc.) one assigns them, they are consequences of the assignment. 

No matter whether one’s theory of truth classifi es these paradoxical sentences as true, 

false, or gappy, some of these paradoxical sentences are consequences of the theory. 

Thus, if a theory of truth implies that all the sentences in the overdetermined set for 

truth are gaps, then the theory implies that some of its consequences are gaps. On the 

other hand, if a theory of truth does not classify some of these sentences as gaps, then the 

primary aletheic principles imply that they are both true and not true. On the fi rst 

option, the theory is self-refuting, while on the second, it faces an inconsistency prob-

lem. Structurally similar accounts explain revenge paradoxes for other types of theories. 

Therefore, both types of revenge paradoxes can be explained if we assume that truth is 

an inconsistent concept. 

 There are at least two well-developed explanations of the revenge paradox phenom-

enon, one from Hartry Field and one from Michael Glanzberg. Why is the explanation 

I off er superior to the ones they off er? 

 I begin with Glanzberg, who off ers a contextual approach to the aletheic paradoxes. 

However, instead of claiming that truth predicates are explicitly context-dependent, 

Glanzberg argues that sentences that contain truth predicates display an implicit context 

dependence that is due to the presence of quantifi cation. Glanzberg off ers a theory of 

background domains of propositions for the quantifi ers involved, which includes an 

infi nite hierarchy of domains and no “biggest” domain.   59    

 If one accepts Glanzberg’s theory, then one has to admit that there is no unrestricted 

quantifi cation. Indeed, one has to accept that we can express the notion of truth-in-a-

context and we can even quantify over contexts to a limited degree, but we cannot 

express an unrestricted notion of truth. “One way or another, hierarchical theories all 

require that speakers cannot in any one instance express the entirety of a unifi ed con-

cept of truth.”   60    He argues that the sort of fragmentation we see in our concept of truth 

is familiar to us (i.e., it occurs in the concept of mathematical proof as well) and that it 

occurs because truth fails to be closed under refl ection. 

    58   It seems to me that truth-tellers (e.g., sentence τ, ‘τ is true’, is a truth-teller) are in the  under determina-

tion set for truth, but these sentences are not paradoxical and none of my claims or arguments hang on this 

opinion.  

    59    Glanzberg ( 2001 ,  2004 ,  2005  ). See also  Cook ( 2008  ) and  Schlenker ( 2011  ) for similar views.  

    60    Glanzberg ( 2004  : 289).  
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 Glanzberg’s defense of this feature is based on the idea that any characterization of 

truth permits one to refl ect on the truth of the characterization, and this refl ection both 

shows that the initial characterization is inadequate and points the way toward a stronger 

one. This process of refl ection is unending; hence the infi nite hierarchy of contexts.   61    

The motivation for this view comes from what has been called the strong liar reasoning. 

Consider again a liar sentence:

   (8)  (8) is not true.   

 The indeterminacy approach to the liar implies that (8) is indeterminate. We know that 

if a sentence is indeterminate, then it is not true. Thus, the indeterminacy approach 

implies that (8) is not true. Hence, the indeterminacy approach implies that ‘(8) is not 

true’ is true; therefore, it implies that (8) is true.   62    It is by refl ection on the way the 

approach classifi es (8) that drives us to conclude that (8) is true after all. The claim, ‘if the 

indeterminacy approach implies that ϕ, then 〈ϕ〉 is true’, is similar to what is called a 

 refl ection principle . It states something about a formal theory that cannot be captured by 

the formal theory on pain of contradiction.   63    

 Glanzberg argues that one can begin with a basic formal theory of truth, formulate a 

refl ection principle for that theory, which illustrates the theory’s inadequacy, and arrive 

at a new formalization of the theory that eff ectively incorporates the refl ection princi-

ple. We can continue this process to arrive at a transfi nite hierarchy of formal theories of 

truth, which is analogous to the hierarchy of contexts for truth attributions. He claims 

that truth is a  Kreiselian   concept  in this sense: any formal theory of truth points the way to 

a stronger formal theory, and the process of theory construction is unending.   64    

 Glanzberg’s point is that what seem to be revenge paradoxes are really just the eff ects 

of the Kreiselian aspect of truth. A theory of truth should not be expected to treat as true 

the claim that its consequences are true. Nor should a theory of truth be found lacking 

if the result of conjoining a refl ection principle to it results in an inconsistent theory. 

These phenomena are just consequences of the fact that truth is a Kreiselian concept. 

 There are several places at which I disagree with Glanzberg’s analysis. The fi rst is that 

I do not fi nd the strong liar reasoning compelling. Because the strong liar reasoning 

involves a move from ‘p is indeterminate’ to ‘p is not true’, (8) should be read as: 

  (8´) is Xnot true.   65      

    61   This view about the relation between refl ection and revenge seems to stem from some of Kripke’s remarks: 

“Such semantical notions as ‘grounded,’ ‘paradoxical,’ etc. belong to the metalanguage. This situation seems to 

me to be intuitively acceptable; in contrast to the notion of truth, none of these notions is to be found in natural 

language in its pristine purity, before philosophers refl ect on its semantics (in particular, the semantic paradoxes). 

If we give up the goal of a universal language, models of the type presented in this paper are plausible as models 

of natural language at a stage before we refl ect on the generation process associated with the concept of truth, 

the stage which continues in the daily life of nonphilosophical speakers” ( Kripke  1975  : 714).  

    62   See Burge (1979a) for discussion of the strong liar reasoning.  

    63   See  Feferman ( 1991  ) for an overview of refl ection principles.  

    64    Glanzberg ( 2005  ).  

    65   ‘Xnot’ expresses exclusion negation.  
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 We already know that indeterminacy approaches have trouble handling sentences like 

this, but the trouble has nothing to do with refl ection on how the theory of truth in 

question classifi es (8´). In fact, most indeterminacy approaches to the liar are based on 

fi xed-point constructions and so have no consequences for sentences like (8´) at all. 

Thus, there is no reason to think that one derives a contradiction only by assuming that 

the theory implies that (8´) is indeterminate. Therefore, the view that refl ection on the 

dictates of a theory of truth has any special role to play in reasoning about the status of 

paradoxical sentences seems to be a mistake. 

 A second issue is that there is no reason to think that the concepts described by each 

of the formal theories Glanzberg identifi es have anything in common. In particular, 

I see no reason to think that they are all “more or less” theories of truth. However, 

Glanzberg claims that each of the formal theories provides a rough characterization of 

the unifi ed concept of truth. The problem with this view is that on Glanzberg’s own 

account, it is impossible to express the unrestricted notion of truth that each of these 

theories is supposed to describe. Thus, we have this concept of truth, but we can never 

actually give an account of it. That sounds fairly counterintuitive. Moreover, if  Glanzberg 

is right, then it is impossible to arrive at a theory of truth that correctly and completely 

describes our concept of truth. The best we can achieve is stronger and stronger theo-

ries that are always lacking. Although the distinction is a bit slippery, this seems more 

like relabeling a problem than explaining it. 

 Hartry Field is another theorist who off ers an explanation for revenge paradoxes. Field 

thinks the problem of revenge paradoxes that I keep pressing is a problem that arises only 

when truth, which is intelligible, is combined with other resources (e.g., exclusion 

negation, other non-monotonic sentential operators, hyper-determinateness operators, 

etc.), which are not intelligible. Thus, it is not that truth is responsible for these revenge 

paradoxes; rather, truth has been keeping company with some other notions, which are 

responsible for the trouble.   66    

 What is wrong with Field’s explanation? Maybe nothing, provided that he could make 

the case that these concepts are indeed inconsistent. However, his arguments all assume 

that truth is consistent. So, at best, we can conclude that either truth is inconsistent or 

these concepts that feature in revenge paradoxes are inconsistent. Notice what has hap-

pened here. Both sides in the debate about how best to approach the aletheic paradoxes 

agree that inconsistent concepts are at fault. The inconsistency theorists think that the 

inconsistency of truth explains why the aletheic paradoxes and revenge paradoxes occur, 

while the consistency theorists think that the inconsistency of these other concepts 

explains why revenge paradoxes occur. So, either way, an adequate approach to the aletheic 

paradoxes is going to have to say something about inconsistent concepts. Thus, no matter 

which approach to the aletheic paradoxes one prefers, an essential component of it will be 

a theory of inconsistent concepts. No matter what one thinks is the source of the aletheic 

paradoxes, inconsistent concepts are somehow to blame for our inability to solve them. 

    66    Field ( 2008a  ).  
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 There are several issues to consider when deciding which linguistic items should be 

blamed for the paradoxes. One issue involves the sort of explanation we get. Field sug-

gests that we should blame classical negation, and blame exclusion negation, and blame 

the classical conditional, and blame the intuitionistic conditional, and blame completely 

defi ned gaphood predicates, and blame idempotent determinacy operators, and blame 

quantifi cation over partially defi ned gaphood predicates, and blame paradoxicality 

predicates, and blame groundedness predicates, and blame truth predicates that are not 

language-specifi c, and on and on and on. 

 I suggest that we should blame truth. That is it. Thus, my explanation is much sim-

pler. It is also much more plausible. We can construct artifi cial languages that contain the 

outlaw linguistic expressions, and they are perfectly well-behaved as long as they do not 

contain truth predicates (or related semantic terms). Of course, we can also construct 

artifi cial languages with truth predicates that are perfectly well-behaved as long as they 

do not contain the outlaw linguistic expressions. However, the diff erence is that there 

are many diff erent ways to construct revenge paradoxes; one involves  truth  and exclusion 

negation, one involves  truth  and another non-monotonic sentential operator, one 

involves  truth  and the conditional, one involves  truth  and an idempotent determinacy 

operator, etc. Exclusion negation is not involved in each case, nor are any of the other 

outlaw linguistic expressions. However,  truth  is involved every time. Truth is the only 

suspect that has no alibi—it is present at every crime scene; none of the others are. It 

does not take a Holmes or a Columbo to identify the perpetrator; even a Wiggum could 

get this one right. 

 If one looks at the arguments here, the consistency theorist has nothing new to 

off er—the reason for thinking that these concepts are inconsistent is that one can derive 

a contradiction from their constitutive principles, which is just an instance of the obvi-

ous argument; of course, that is, taking it for granted that truth is consistent. Notice, 

however, that it is much simpler to treat truth as an inconsistent concept—it avoids hav-

ing to fi nd inconsistent concepts all over a wide terrain. Moreover, it is more modest to 

say that truth is an inconsistent concept since all the revenge-prone concepts only give 

rise to paradoxes in conjunction with truth. It seems almost like willful ignorance to 

blame all these other concepts for the faults of truth. Finally, as I argued in this chapter, as 

long as one has a general truth predicate that obeys the primary aletheic principles and 

some minimal resources (e.g., common descriptions), one can “import” a revenge para-

dox into the language by way of inter-linguistic truth attributions. Hence, the “blame 

everything but truth” strategy is not eff ective. Not only is my strategy simpler and more 

plausible, it is the only one that works. 

 I have argued that there are two kinds of revenge paradoxes: self-refutation problems 

and inconsistency problems. Glanzberg addresses self-refutation problems, which con-

front theories of truth that imply that they are not true. He argues that this kind of 

revenge paradox has its source in the fact that truth is a Kreiselian concept (i.e., it is 

not closed under refl ection). However, Glanzberg does not explain or even address 

inconsistency problems, and there are good reasons to doubt his explanation of the 
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 self- refutation problem. On the other hand, Field addresses inconsistency problems and 

argues that these sorts of revenge paradoxes arise when what are ultimately unintelli-

gible—read that as inconsistent or not well-defi ned—concepts are combined with 

truth. However, Field does not explain or even address self-refutation problems, and 

there are good reasons to doubt his explanation of the inconsistency problem. In con-

trast to both Glanzberg and Field, I off er an explanation of both types of revenge para-

doxes, and my explanation of each type is superior to the one off ered by Glanzberg and 

by Field, respectively. 

 The following is a summary of the third argument for treating truth as an inconsistent 

concept:

      (i)   If we assume that truth is an inconsistent concept, then we can explain the 

presence of the aletheic paradoxes and the presence of revenge paradoxes.  

    (ii)   The inconsistency explanation of the aletheic paradoxes and the revenge 

paradoxes is better than any of the others.  

   ∴  (iii)  Probably, truth is an inconsistent concept.    

 Only by admitting that truth is an inconsistent concept can we satisfactorily explain the 

most signifi cant feature of our long battle with the aletheic paradoxes.  

     4.5  The meaning argument   

 In this section, we consider one of the negative consequences of treating truth as a con-

sistent concept: we have to give up truth-conditional semantics as an all-purpose device 

for explaining facts about natural language. It can still be used piecemeal for certain 

swaths of natural language, but unless truth is treated as an inconsistent concept, we have 

no hope for a truth-conditional semantics for a natural language, which is, arguably, one 

of the main goals of contemporary formal semantics. 

 The problem comes in specifying truth conditions for sentences containing truth 

predicates. Since paradoxical sentences are meaningful, any truth-conditional theory of 

meaning ought to be able to specify truth conditions for them. The truth conditions for 

a liar sentence like (8) would be: (8) is true iff  (8) is not true. But that is a contradiction. 

To avoid inconsistency, the truth-conditional theory of meaning ought to incorporate 

some approach to the paradoxes. Most approaches to the paradoxes face revenge para-

doxes and respond to them by restricting the class of languages to which they apply so 

that it does not include those containing revenge-paradoxical sentences. It is this sort of 

restriction that causes problems for truth-conditional semantics. 

 Call the languages to which a theory applies its  target languages . There are at least four 

kinds of these restrictions:

      (i)   No target language L can express its own truth predicate (‘true-in-L’). Example: 

Tarski’s theory.  
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    (ii)   A target language L can express its own truth predicate (‘true-in-L’), but it can-

not express the theory of truth-in-L. Examples: Kripke’s theory (inner Strong 

Kleene) and Gupta and Belnap’s theory (outer revision).  

   (iii)   A target language L can express its own truth predicate (‘true-in-L’) and the 

theory of truth-in-L, but it cannot express other linguistic resources associated 

with revenge paradoxes (e.g., exclusion negation). Examples: McGee’s theory 

(classical symmetric), Maudlin’s theory (outer Strong Kleene), Field’s theory 

(paracomplete), and Beall’s theory (transparent paraconsistent).   67     

    (iv)  No expressive restrictions on target languages. Examples: none (yet).    

 For example, Davidson, the prototypical truth-conditional theorist, accepts a type 

(i) theory (Tarski’s). However, there is good reason to think that this is unacceptable.   68    

 Assume Sherri and Terri are interpreting one another and Sherri speaks language S, 

while Terri speaks language T. Sherri uses S to construct a truth-conditional theory of 

meaning for T (in the form of a Tarskian defi nition of truth-in-T or a Tarskian axiomatic 

theory of truth-in-T), while Terri uses T to construct a truth-conditional theory of 

meaning for S (in the form of a Tarskian defi nition of truth-in-S or a Tarskian axiomatic 

theory of truth-in-S). Obviously, if S and T are natural languages, then they are going to 

contain truth predicates. However, a Tarskian theory of truth is not acceptable for such a 

language. Hence, neither Sherri nor Terri can succeed. 

 A truth-conditional meaning theorist might respond to this objection in the follow-

ing way. Let S* be the sublanguage of S that does not express truth-in-S and let T* be 

the sublanguage of T that does not express truth-in-T. Now Sherri can construct in S a 

defi nition of truth-in-T* and Terri can construct in T a defi nition of truth-in-S*. These 

theories will allow Sherri and Terri to specify the truth conditions for all the sentences 

of each other’s languages that do not contain truth predicates. 

 Fair enough, but the sentences of S and the sentences of T that contain truth predi-

cates are meaningful, and meaning is supposed to be explained in terms of truth condi-

tions. These sentences have truth conditions. What are they? A theory of meaning that 

cannot be used on obviously meaningful sentences is not worth calling a theory of 

 meaning . 

 This argument pushes a truth-conditional meaning theorist from accepting a type 

(i) theory of truth to a type (ii) theory of truth. However, one can run the same argu-

ment in terms of  theories of truth  to push the truth-conditional meaning theorist from 

accepting a type (ii) theory of truth to accepting a type (iii) theory of truth. That is, 

the sentences left out of the target languages are meaningful, so a truth-conditional 

theory of meaning ought to be able to specify their meanings. One can then turn the 

crank again, this time by appealing to the other linguistic resources (e.g., exclusion 

    67   Note that there are additional constraints these theories would have to meet. For example, Field’s 

theory and Beall’s theory are disquotational, and disquotationalists typically deny that truth can be used to 

explain anything, much less meaning.  

    68   See  Chihara ( 1976  ) and  Lycan ( 2012  ) for discussion of this point.  
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negation) to push a truth-conditional meaning theorist from accepting a type (iii) theory 

of truth to accepting a type (iv) theory of truth. However, there are no type (iv) theories 

of truth. 

 The problem is that anyone who accepts a truth-conditional theory of meaning is 

committed to giving truth conditions for all meaningful sentences of a language, but 

virtually all approaches to the aletheic paradoxes are restricted to avoid revenge para-

doxes. When a truth-conditional theory of meaning is applied to a language that con-

tains paradoxical sentences, it has to be paired with an approach to the aletheic paradoxes, 

otherwise it would be straightforwardly inconsistent. However, owing to the restric-

tions on approaches to the aletheic paradoxes, there will be meaningful sentences that 

cannot be given truth conditions. The upshot is that since any view on which truth is a 

consistent concept is bound to be restricted to avoid revenge paradoxes, accepting that 

truth is a consistent concept is incompatible with accepting a truth-conditional theory 

of meaning. The problem aff ects most of formal semantics (dynamic semantics   69    and 

game-theoretic semantics   70    aside) insofar as it purports to explain meaningful discourse 

in general. 

 One way to avoid the meaning argument would be to follow Kirk Ludwig in deny-

ing that commitment to a truth-conditional meaning theory requires commitment to a 

theory of truth.   71    In the next chapter, I discuss Ludwig’s views and argue that his view 

on the relation between meaning theories and theories of truth is a non-starter. 

 Instead, one might reject the meaning argument because one thinks that truth- 

conditional semantics is not worth saving—that it is not a big deal if an approach to the 

aletheic paradoxes is incompatible with truth-conditional semantics. I disagree; indeed, 

this way of resisting the argument seems to me to be the most desperate because truth-

conditional semantics is an important tool of linguistics, one of the sciences. If one’s 

favored view of truth or approach to the aletheic paradoxes confl icts with the sciences, 

then it is the philosophical view that should go. Thomas Hofweber, who has recently 

explored this relationship between philosophy and the sciences, writes: 

  The  modest attitude  towards the relationship between the sciences and philosophy (modest from 

the point of view of philosophy) holds that the sciences don’t need philosophy for their fi nal 

vindication, nor does philosophy have the authority to overrule the results of the sciences. They 

are just fi ne without us. Collectively, that is. Individual philosophers can of course fruitfully join 

in on the scientifi c enterprise, and help out in ways that their philosophical training has espe-

cially prepared them for. What is at issue is not that, but how the results of philosophy and meta-

physics, the disciplines, relate to those of the sciences. To have the modest attitude is not to have 

science worship. One can have the modest attitude and be critical of various sciences. One 

might hold that a particular science overstates its claims, or hasn’t gathered enough evidence to 

be accepted as true, or the like. But what one can’t do, with the modest attitude, is to hold that 

    69   See  van Eijck and Visser ( 2010  ) for an overview.         70   See  Hodges ( 2009  ) for an overview.  

    71    Ludwig ( 2001  ); see also  Lepore and Ludwig ( 2005  ) and  Badici and Ludwig ( 2007  ). See  Patterson 

( 2009  ) for discussion.  
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there is an open philosophical question whether p is the case even though one of the acceptable 

sciences has shown something that immediately implies p.   72      

 I think this is exactly right. To endorse a philosophical theory of truth that confl icts 

with the science of linguistics is just as condemnable as being a creationist or a fl at-

Earther or a proponent of any other non-empirical superstition. We philosophers should 

be past this by now.   73    

 I imagine that some readers want to protest that the modest attitude makes philoso-

phy impotent to overturn fi ndings in the sciences. This objection is off  the mark. If a 

philosophical position implies that an empirically supported tenet of a science is false, 

then there are several courses of action a proponent might take. Imagine that Prof. 

Frink gives a philosophy talk in which he presents a new theory of mereological 

composition and it comes out that a consequence of his theory is that there are no 

gauge bosons (e.g., photons and gluons). Of course, if there are no gauge bosons, then 

the standard model of particle physics is false.   74    In this case, it seems perfectly legiti-

mate to reject his theory of composition out of hand. However, if Frink presents an 

alternative to the standard model of particle physics that is both compatible with his 

theory of composition and as empirically verifi ed as the standard model, then he is 

back on fi rm ground. The modest attitude implies that if a philosophical theory is 

incompatible with a tenet of one of the sciences, then empirical confi rmation should 

be the deciding factor. 

 Hold on! If truth is an inconsistent concept, then how can it be legitimate to use it 

in a truth-conditional theory of meaning? The central theme of this whole book is 

that truth ought to be replaced for certain purposes, and it sure seems like giving truth- 

conditions for paradoxical sentences has to be one of those purposes. So it does not 

seem like one can accept that truth is an inconsistent concept and accept truth- 

conditional semantics. Moreover, if that is right, then it seems as if I have violated my 

own modest attitude in using philosophical considerations to reject an established tenet 

of the sciences. 

 Let us revisit a passage from Hofweber on the modest attitude: “To have the modest 

attitude is not to have science worship. One can have the modest attitude and be critical 

of various sciences.”   75    I am  not  saying that truth-conditional theories of meaning are 

unacceptable because they are incompatible with my favorite theory of truth (that 

would be like Hartry Field’s view—he thinks that truth-conditional theories of mean-

ing are unacceptable, but he only thinks this because of his philosophical commitments, 

specifi cally, his disquotationalism).   76    

    72    Hofweber ( 2009  : 263).  

    73   For discussion of linguistics and scientifi c methodology, see  Devitt ( 2006a ,  2006b ,  2009 ,  2010  ), 

  Culbertson and Gross ( 2009  ),  Textor ( 2009  ),  Fitzgerald ( 2009  ),  Ludlow ( 2011  ),  Scholz, Pelletier, and Pullum 

( 2011  ), and the papers in  Katz ( 1985  ),  Everaert et al. ( 2010  ), and  Kempson et al. ( 2012  ).  

    74   I am ignoring issues associated with anti-realist interpretations of scientifi c theories.  

    75    Hofweber ( 2009  : 263).         76   See  Field ( 1994a  ).  
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 The truth-conditional theory of meaning has tremendous explanatory power, but 

explanatory power does not trump empirical inadequacy, at least when there is an 

alternative on the table (consider Newtonian mechanics and the procession of the 

perihelion of Mercury). “Fine,” the objector might say, “but in order for this line of 

argument to work, the replacement theory would have to have as much explanatory 

power as truth-conditional semantics.” I agree; the meaning argument only works for 

prescriptive theories that have this feature. And mine does. Ascending and Descend-

ing Semantics (presented in  Chapter  8  ) reduces to truth-conditional semantics when 

the distinction between ascending and descending truth is negligible, just as relativis-

tic mechanics reduces to Newtonian mechanics when the distinction between rela-

tivistic mass and proper mass is negligible. So it has as much explanatory power as 

truth-conditional semantics. Therefore, far from violating my modest attitude toward 

the sciences, my inconsistency theory of truth embraces the legitimacy of truth- 

conditional semantics—it is worth saving. However, it cannot be saved if truth is a 

consistent  concept. Obviously it cannot be saved in its current form if truth is an 

inconsistent concept either. But it can be preserved in the new theory in the way that 

Newtonian mechanics is preserved in relativistic mechanics—that is, if one accepts 

the prescriptive theory in Chapters 6, 7, and 8. 

 The following is a summary of the fourth argument for treating truth as an inconsistent 

concept:

      (i)   If truth is a consistent concept, then there are meaningful sentences that can-

not be treated by truth-conditional semantics.  

    (ii)   If there are meaningful sentences that cannot be treated by truth-conditional 

semantics, then truth-conditional semantics is unacceptable.  

    (iii)  Truth-conditional semantics is acceptable.  

  ∴  (iv)  Truth is an inconsistent concept.    

 The force of the argument rests on an assumption that is seemingly independent of 

truth—premise (iii). The acceptability of truth-conditional semantics comes from 

linguistics, where it is fi rmly entrenched and has many explanatory and predictive 

successes, and the modest attitude toward the relation between philosophy and the 

sciences.      



   In the last two chapters, I argued that truth is an inconsistent concept. In this chapter, I 

consider several inconsistency theories of truth and explain my reasons for being unsat-

isfi ed with them. Then I argue that anyone who endorses an inconsistency approach 

should off er replacements for truth.  

     5.1  Inconsistency views   

  The feature of the inconsistency view that I propose that sets it apart from most of the 

others is that I think truth should be replaced because it is an inconsistent concept that is 

useful for certain purposes, but its inconsistency causes problems for some of these (e.g., 

doing semantics for natural language). We need new concepts to do at least some of the 

work that truth was supposed to do. In order to get a feel for just how diff erent this view 

is from the rest, let us take a moment to consider several alternatives.  

     5.1.1  Dialetheism   

 Dialetheism is most often treated as a theory of inconsistent concepts.   1    According to 

dialetheists, the argument in the liar paradox is sound—that is, it is valid and all its 

premises are true, which makes its conclusion true. The conclusion is a contradiction, 

namely that the liar sentence is both true and not true. Usually the dialetheist argues that 

the premises of the argument are constitutive of the concepts involved, and so they must 

be true; however, the argument is obviously valid, so the conclusion must be true as well. 

Since the conclusion is a contradiction, some contradictions must be true. Of course, 

the dialetheist does not think that everything is true, so accepting dialetheism goes hand 

in hand with adopting a paraconsistent logic (i.e., a logic on which it is not the case that 

everything follows from a contradiction).   2    

 I have said several times that I reject dialetheism, and since it is probably the view that 

pops into most philosophers’ heads when hearing the term ‘inconsistent concept’, a 

word or two is in order about why I reject it. First, as should be clear from the revenge 

             5 

Replacement   

    1   See Priest (2006a, 2006b) and Beall (2009) for discussion.  

    2   Some of the classical ways of deriving a contradiction are invalid in paraconsistent logic (e.g., the exam-

ples in section 1.2), but others are valid.  
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argument in the previous chapter, dialetheism faces revenge paradoxes and has to be 

restricted so as to avoid them. Of course, as I argued, the restrictions do not really work, 

as evidenced by importation arguments. So, as a theory of truth, dialetheism fails just as 

badly as Field’s theory or any other theory that generates revenge paradoxes. 

 However, since it is a kind of inconsistency theory, it might be helpful to see exactly 

which parts of dialetheism I reject. I agree with dialetheists that truth has inconsistent 

constitutive principles—that is a point on which all inconsistency theorists (as I have 

defi ned them) can agree. However, the view that constitutive principles are true is highly 

suspect, and that is the major point of contention. As I emphasized in  Chapter  2  , consti-

tutive principles as I understand them are not analytic; they need not be true. Neverthe-

less, they play an important role in our practice of interpretation. The meanings of our 

words and the contents of our concepts incorporate some elements of the world—they 

take a stand on the way the world is. Constitutive principles often turn out to be true, 

but when they do it is because the world is as they take it to be. Simply stipulating that a 

certain word has a certain meaning is enough to establish that it does indeed have that 

meaning, but it does not ensure that the constitutive principles in question are true. If 

the concept expressed by that word is consistent, then its constitutive principles are true; 

whether it is consistent often depends on what the world is like. Notice that the dialethe-

ist is more willing to accept contradictions than accept that constitutive principles might 

not be true; that seems to me like a serious mistake. 

 The other major problem I want to mention is that the dialetheist’s hands are tied 

when it comes to responding to revenge paradoxes, and here it does worse than para-

complete approaches. Paraconsistent approaches to the aletheic paradoxes face standard 

revenge paradoxes (e.g., pertaining to ‘just true’ as mentioned in  Chapter  4  ). Paracom-

plete approaches face revenge paradoxes as well; however, the paracomplete theorist can 

say that the concepts involved in the revenge paradoxes are inconsistent. At that point, 

the debate between someone like me and someone like Field turns on which concepts 

are inconsistent; I think I win that argument, but that is not the point. Rather, the para-

consistent theorist cannot follow this strategy—claiming that the concepts in question 

are inconsistent does not justify eliminating them from the scope of the paraconsistent 

approach. After all, the central claim of paraconsistent dialetheism is that truth is an 

inconsistent concept. Instead, the dialetheist has to make the radically implausible move 

of saying that the off ending concepts do not exist and that the words that feature in 

revenge paradoxes for paraconsistent approaches are simply meaningless. As I have 

stressed, this move fl ies in the face of contemporary linguistics and so violates the mod-

est attitude toward the relation between philosophy and the sciences. To reject it with-

out any empirical evidence simply because it confl icts with one’s favorite theory of 

truth is as preposterous as rejecting contemporary evolutionary theory without any 

empirical evidence simply because it confl icts with one’s favorite theology. 

 In  Chapter  1  , I placed dialetheism in the inconsistency category of philosophical 

approaches, but from here on, by ‘inconsistency approach’, I mean  non-dialetheic inconsist-

ency approach .  
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     5.1.2  Patterson   

 Douglas Patterson is an inconsistency theorist who starts with the idea that an agent 

who understands a language bears some more or less cognitive relation (knowing, 

believing, etc.) to a semantic theory for that language. If the language contains a word 

that expresses an inconsistent concept, then the semantic theory for that language is 

inconsistent.   3     Thus, linguistic competence is being cognitively related to a semantic 

theory, and competence with an inconsistent concept is being cognitively related to an 

inconsistent semantic theory. Patterson argues that because the semantic theory for an 

inconsistent language is inconsistent, the expressions of that language are meaningless. 

He claims that even though the sentences of an inconsistent language are meaningless, 

communication is still possible as long as the participants bear the same cognitive rela-

tion to an inconsistent semantic theory. Furthermore, we can translate from an incon-

sistent language into a consistent one if the need arises (where translation is preservation 

of perceived meaning).   4    

 I can imagine someone thinking: the traditional approaches to the liar paradox have 

to be better than saying that all the sentences of English are meaningless. I agree. I would 

much rather accept a traditional approach than say that English is meaningless. I cannot 

imagine an argument for this claim whose premises I trust more than the negation of 

the conclusion. Of course, Patterson downplays the radically implausible consequences 

of his approach by arguing that it does not matter that all natural languages are meaning-

less. All that matters is that we take them to be meaningful. As long as we treat a lan-

guage as meaningful, we can get along without any problems. Moreover, most of us 

never notice that our language is meaningless, because we do not bother to follow out 

the consequences of our beliefs. 

 These moves do not make much diff erence to the overall plausibility of his view 

because if they were correct, then having meaningful expressions would not be a very 

important feature of a language. However, most philosophers think that meaningfulness 

is such an important characteristic that it does not even make sense to say that a natural 

language is meaningless. In fact, on every theory of language of which I am aware, being 

meaningful is a defi ning feature of a language, since languages are individuated in part 

by the meanings of the words they contain. Thus, if Patterson is right, then English does 

not even count as a language—it is just a bunch of grunts and marks. 

 In  Chapter  2  , I argued that we cannot discover that a word with an established usage 

is meaningless. Now try to imagine reading in the newspaper that scientists have discov-

ered that the entire French language is meaningless. I, for one, cannot do it (unless I have 

mistakenly picked up a copy of   The Onion  or some other satirical paper). The reason is 

    3   He does not actually discuss inconsistent concepts; instead he focuses on inconsistent languages. How-

ever, I assume that a language is inconsistent iff  it contains a word that expresses an inconsistent concept.  

    4   See  Patterson ( 2006 ,  2007  , 2008, 2009).  
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that it is inconceivable for us to discover that an entire natural language is meaningless, 

much less  every  natural language. 

 Even if we ignore all the empirical evidence, there is an additional problem. Patterson 

thinks that our language is inconsistent  because  it contains a truth predicate (although 

there might be other troublesome words as well). If the problem has to do with truth, 

why should it spill over into meaning? In other words, why does he think that a suitable 

approach to the liar should have consequences for the meanings of sentences that have 

nothing to do with truth? It seems to me that Patterson adopts his view because of a 

commitment to truth-conditional semantics. He reasons that no truth-conditional 

semantic theory for a natural language can respect the principles that everyone takes the 

truth predicate to have unless it is inconsistent; thus, if natural languages are meaningful, 

then they have inconsistent semantics. Patterson then performs a  modus tollens . The 

problem, of course, is that he seems to be more confi dent that meaning should be 

explained in terms of truth conditions than he is that English is meaningful. That is, he 

is so sure that meaning should be explained in terms of truth conditions that it has con-

vinced him that there is no such thing as meaning (at least as it is commonly under-

stood); he retains the  explanans  at the expense of the  explanandum . That is hardly a 

promising explanatory story; it is more like throwing out the baby  instead of  the 

bathwater.  

     5.1.3  Ludwig   

 Kirk Ludwig’s inconsistency approach (part of which appears in work with Amil Badici) 

has two parts: (i) a characterization of the truth predicate of a natural language and (ii) a 

meaning theory for languages that contain their own truth predicates.   5     The fi rst part 

consists of the claim that truth predicates of natural languages do not express the con-

cept of truth; indeed, they do not express any concept whatsoever. Natural-language 

speakers are under the impression that their truth predicates do express the concept of 

truth, but they are mistaken. That is not to say, however, that there is no concept of truth. 

Indeed, Ludwig and Badici claim that there is a concept of truth, but it cannot be 

expressed by a predicate of a language to which it applies.   6     They set out to show how an 

attempt to introduce the concept of truth into a language to which it is intended to 

apply runs into diffi  culty. 

 They model the diffi  culty by considering a language L and a metalanguage M. M con-

tains the predicate ‘true-in-L’, translations of all the sentences of L, and the means to give 

structural descriptions of the sentences of L. With these resources, M contains a true 

T- sentence for each sentence of L. Consider now an attempt to extend L by adding a 

    5    Ludwig ( 2001  ) and  Badici and Ludwig ( 2007  ). The fi rst part of the approach appears in the latter paper; 

the second part appears in the former paper in detail and is mentioned in the latter.  

    6    Badici and Ludwig ( 2007  : 623). This should seem like an odd claim; I think the best way to understand 

it is that they think that there are only language-specifi c concepts of truth, but no language can express its 

own language-specifi c concept of truth.  
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predicate, ‘T(x)’, to it, which is supposed to express the concept of truth for the extended 

language, L + . They then appeal to what is essentially  Tarski’s theorem on the indefi nability of 

truth to show that ‘T(x)’ does not express the concept of truth-in-L +  on pain of contradic-

tion. Their conclusion: ‘T(x)’  “expresses no concept, and, hence, fails to have a meaning.”   7    

 Badici and Ludwig consider the objection that the fact that a contradiction follows 

from the T-sentence for a liar sentence of L shows that the concept expressed by the 

predicate ‘true-in-L’ of M is an inconsistent concept. Their reply: 

  We can show that this thought is incorrect. Suppose one adds two truth-predicates, ‘T 
1
 (x)’ and 

‘T 
2
 (x)’ to an extension of L, L 2+ , with the intention that they express the concept of truth, and 

suppose that λ 
1
  and λ 

2
  refer respectively to ‘~T 

1
 (λ 

1
 )’ and ‘~T 

2
 (λ 

2
 )’, and λ 

3
  and λ 

4
  refer respectively 

to ‘~T 
2
 (λ 

1
 )’ and ‘~T 

1
 (λ 

2
 )’. The two predicates should have the same meaning, because they are 

intended to capture the same conceptual content, and on the view in question the two corre-

sponding T-schemas, (T1) and (T2), determine the same meaning. 

 (T1) T 
1
 (s) iff  ϕ 

 (T2) T 
2
 (s) iff  ϕ 

 Nevertheless, they do not. For λ 
1
  and λ 

2
 , given (T1) and (T2), lead directly to contradictions and 

so are pathological, while the result of replacing each truth predicate in these sentences by the 

other, λ 
3
  and λ 

4
 , do not, but rather seem to say the right thing about the pathological sentences 

λ 
1
  and λ 

2
 . T 

1
  and T 

2
  do not have the same meaning then, and it follows that one or the other 

fails to express the concept of truth with respect to the language. Since there is perfect symmetry 

between them, the proper conclusion is that neither does.   8      

 Their argument depends on the claim that λ 
1
  (i.e., ‘~T 

1
 λ 

1
 ’) is pathological, while λ 

3
  (i.e., 

‘~T 
2
 (λ 

1
 )’ “seems like the right thing to say” (along with the analogous claims about λ 

2
  and 

λ 
4
 ). However, λ 

3
  and λ 

4
  are just as pathological as λ 

1
  and λ 

2
 . Here is the argument for λ 

3
 : 

     1.  ~T 
2
 (λ 

1
 ) (assume)  

   2.  ~T 
2
 (‘~T 

1
 λ 

1
 ’) (defi nition of λ 

1
 )  

   3.  ~~T 
1
 (λ 

1
 ) (T2)  

   4.  T 
1
 (λ 

1
 ) (double negation elimination)  

   5.  T 
1
 (‘~T 

1
 λ 

1
 ’) (defi nition of λ 

1
 )  

   6.  ~T 
1
 (λ 

1
 ) (T1)  

   7.  ⊥  

   1.  T 
2
 (λ 

1
 ) (assume)  

   2.  T 
2
 (‘~T 

1
 λ 

1
 ’) (defi nition of λ 

1
 )  

   3.  ~T 
1
 (λ 

1
 ) (T2)  

   4.  T 
1
 (‘~T 

1
 λ 

1
 ’) (T1)  

   6.  T 
1
 (λ 

1
 ) (defi nition of λ 

1
 )  

   7.  ⊥    

    7    Badici and Ludwig ( 2007  : 628).  

    8    Badici and Ludwig ( 2007  : 629–30).  
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 The argument for λ 
4
  is analogous. I conclude that Badici and Ludwig’s attempt to show 

that truth predicates do not express the concept of truth fails. So much for the fi rst part 

of their project. 

 The second part of this approach consists of Ludwig’s suggestion for using an incon-

sistent theory of truth as a meaning theory for a language. Let L be the target language 

and let T 
t
  be an  interpretive  truth theory for L, which means that the expressions con-

tained in the axioms of  T 
t
  (which is formulated in a metalanguage M for L) are syn-

onymous with the associated expressions of L. For example, an axiom of T 
t
  might be 

‘for any sentences p and q of L,  ┌ p ∧ q ┐  is true iff  p is true and q is true’; the expression 

‘and’ of M is used in giving the truth conditions for the expression ‘∧’ of L, and these 

two expressions are synonymous. A meaning theory, T 
m
 , for L consists of the following 

components:

     (i)  T 
t
  is an interpretive truth theory for L  

   (ii)  The axioms of T 
t
  are A 

1
 , . . . , A 

n
 , . . .   

   (iii)  A 
1
  means in L that . . . ; A 

2
  means in L that . . . ; . . .   

   (iv)  CP is a canonical proof procedure for T 
t
   

   (v)  For any sentence s of L, if s is the last line of a canonical proof in T 
t
 , then the 

corresponding M-sentence is true in M.    

 Ludwig does not say much about canonical proof procedures other than they result in 

“proofs that draw solely on the content of the axioms” of  T 
t
 .   9    I consider several ways of 

understanding them below. 

 The key to Ludwig’s suggestion is that even if L contains its own truth predicate (i.e., 

‘true-in-L’), which results in T 
t
  being inconsistent, T 

m
  (the meaning theory for L) need 

not be inconsistent. From the canonical T-sentences (i.e., those having canonical proofs), 

one can infer the corresponding M-sentence: 

  s in L means that ϕ   

 where s is a structural description of a sentence of L and 〈ϕ〉 is its translation into M. For 

example, if L contains its own truth predicate and the means to refer to its own sen-

tences, then it also contains a liar sentence like: 

   (1)  (1) is not true-in-L.   

 Via a canonical proof, we get a T-sentence for (1): ‘(1) is true-in-L iff  (1) is not true-in-

L’; from it, the corresponding M-sentence, ‘ ‘(1) is not true-in-L’ means that (1) is not 

true-in-L’ follows. Thus, even though T 
t
  is inconsistent, we can use it to generate a con-

sistent meaning theory for L. If this strategy works, then there is no reason to pair a 

truth-conditional theory of meaning with an approach to the aletheic paradoxes because 

the aletheic paradoxes do not infect the theory of meaning. 

    9    Ludwig ( 2001  : 149).  
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 It should be clear that everything turns on Ludwig’s account of canonical proof. 

Remember, in the cases we care about, the truth theory is inconsistent and the back-

ground logic is classical, so the truth theory is the whole language. That is, every sentence 

of L is a theorem of T 
t
 . Thus, every sentence of the form ‘s is true-in-L iff  ϕ’ (where s is a 

structural description of a sentence of L and 〈ϕ〉 is a sentence of M) is a theorem of the 

theory. Ludwig tries to pick out the canonical T-sentences (i.e., those whose right-hand 

side is a  translation  of the sentence described on the left-hand side) by appeal to the notion 

of canonical proof. For Ludwig, a canonical proof is “a proof meeting certain constraints 

that ensure that only the content of the axioms is drawn on in proving it. This can be 

accomplished by restricting the rules we can appeal to in proofs and what we can apply 

them to. We can call proofs that satisfy the constraints  canonical proofs .”   10    So, which rules 

are we allowed to use in a canonical proof ? Ludwig writes: “For any given theory and 

logic, it would be straightforward, if somewhat tedious, to write out what restrictions 

were required. Once we had a characterization of the restrictions required in some logi-

cal system, we could in fact weaken the system so that it consisted of only the moves so 

allowed. In this case every T-theorem of the theory would also be a T-sentence.”   11    Ludwig 

does off er a sample canonical proof procedure, which consists of the following rules: 

  (UQI)  For all sentences σ, all variables υ, and all singular terms τ, Inst(σ, υ, τ) may be 

inferred from UQuant (σ, υ). 
 (RPL)  For all sentences σ 

1
 , σ 

2
 , S(σ 

2
 ) may be inferred from Eq(σ 

1
 , σ 

2
 ) and S(σ 

1
 ). 

 (SUB)  For all singular terms τ 
1
 , τ 

2
 , S(τ 

2
 ) may be inferred from S(τ 

1
 ) and Ident(σ 

1
 , σ 

2
 ).   

 In these rules, the following terms are used: ‘UQuant(σ, υ)’ means  the universal quantifi cation 

of σ with respect to   υ ; ‘Inst(σ, υ, τ)’ means  the result of replacing all instances of the free variable υ in  

 σ with the singular term τ ; ‘Eq(σ 
1
 , σ 

2
 ) means  the biconditional linking σ 

1
  with   σ 

2
  (in that order) ; 

‘Ident(τ 
1
 , τ 

2
 )’ means  the identity sentence linking σ 

1
  with   σ 

2
  (in that order) ; ‘S(x)’ stands for a 

sentence containing the grammatical unit x, which may be a word, phrase, or sentence.   12    

 As an example, Ludwig gives us the following canonical proof: 

     1.  ‘Fa ∧ Ra’ is true-in-L iff  ‘Fa’ is true-in-L and ‘Ra’ is true-in-L. (by UQI from 

the axiom defi ning conjunction).  

   2.  ‘Fa’ is true-in-L iff  the referent of ‘a’ is red. (by UQI from the axiom defi ning 

the predicate ‘F’).  

   3.  ‘Ra’ is true-in-L iff  the referent of ‘a’ is round. (by UQI from the axiom defi ning 

the predicate ‘R’).  

   4.  ‘Fa’ is true-in-L iff  Alfred is red (by SUB from 2 and the axiom defi ning ‘a’).  

   5.  ‘Ra’ is true-in-L iff  Alfred is round (by SUB from 3 and the axiom defi ning ‘a’).  

   6.  ‘Fa ∧ Ra’ is true-in-L iff  Alfred is red and Alfred is round (by RPL—twice—

from 1, 4, 5).    

    10    Ludwig ( 2001  : 148).         11    Ludwig ( 2001  : 148).  

    12    Ludwig ( 2001  : 157–8). All formulations are due to Ludwig.  
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 The last step, line 6, contains the T-sentence for ‘Fa ∧ Ra’. Since the above is a canonical 

proof of this T-sentence, we can infer that ‘Fa ∧ Ra’ in L means that Alfred is red and 

Alfred is round. 

 It should be clear that Ludwig’s proposal is not workable. The most obvious problem 

is that line 1 contains a T-sentence that is arrived at by canonical proof, so we should be 

able to infer that ‘Fa ∧ Ra’ in L means that ‘Fa’ is true-in-L and ‘Ra’ is true-in-L. So we 

have two M-sentences that are clearly not equivalent for a single sentence of L.   13    Another 

problem is that we can derive multiple incompatible M-sentences for liar sentences of L. 

Let ‘T’ be the truth predicate in L, and let ‘b’ be a singular term of L that refers to the 

sentence ‘~Tb’, which is also a sentence of L. We have the following canonical deriva-

tion for ‘~Tb’:

     1.  ‘~Tb’ is true-in-L iff  it is not the case that (‘Tb’ is true-in-L) (by UQI from the 

axiom defi ning negation).  

   2.  ‘Tb’ is true-in-L iff  the referent of ‘b’ is true-in-L (by UQI from the axiom defi n-

ing the predicate ‘T’).  

   3.  ‘Tb’ is true-in-L iff  ‘~Tb’ is true-in-L (by SUB from 2 and the axiom defi ning 

the singular term ‘b’).  

   4.  ‘~Tb’ is true-in-L iff  it is not the case that (‘~Tb’ is true-in-L) (by RPL from 1 

and 3).    

 So far so good—we have a canonical proof of a T-sentence for ‘~Tb’. However, we can 

continue: 

     5.  ‘~Tb’ is true-in-L iff  it is not the case that (it is not the case that (‘~Tb’ is true-

in-L)) (by RPL from 3 and 4).     

 Now we have a problem since we now have a canonical proof of a diff erent T-sentence 

for ‘~Tb’. Following Ludwig’s strategy, we can derive the following M-sentences: 

   (M1)  ‘~Tb’ in L means that it is not the case that (‘~Tb’ is true-in-L). 

  (M2)   ‘~Tb’ in L means that it is not the case that (it is not the case that (‘~Tb’ is 

true-in-L)).   

 So, we end up with two M-sentences that attribute incompatible (indeed contradic-

tory) meanings to a single sentence of L. I conclude that Ludwig has not given us a 

workable account of canonical proof. Thus, Ludwig’s suggestion for how to use an 

inconsistent truth theory to arrive at a consistent meaning theory fails. That result dis-

patches the second part of this inconsistency approach.  

    13   Ludwig stipulates that the T-sentences in this example contain no semantic terms, but for languages 

that contain their own truth predicates, this stipulation would prevent one from deriving canonical 

T-sentences for sentences containing the truth predicate.  
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     5.1.4  Eklund   

 Matti Eklund focuses on the constitutive principles for the concepts expressed by the 

words of an inconsistent language. For Eklund, a language is inconsistent iff  its constitu-

tive principles (i.e., the constitutive principles for the concepts expressed by the words 

the language contains) are inconsistent. Eklund explains linguistic competence in terms 

of dispositions to accept the language’s constitutive principles. He rejects dialetheism 

(i.e., the view that some contradictions are true), but he accepts that some of a language’s 

constitutive principles might be false. As for the semantic theory for an inconsistent 

language, Eklund argues that the words and sentences of an inconsistent language have 

semantic values that come as close as possible to making the language’s constitutive 

principles true. He admits that some constitutive principles might be more important 

than others, so that would have to be taken into account when deciding on a semantic 

theory. Also, there will probably be multiple equally good candidate semantic theories 

for an inconsistent language; thus, the semantic values of the words and sentences of an 

inconsistent language are indeterminate to that extent.   14    

 Although Eklund’s view is far superior to the others surveyed so far, it still has several 

problems. First, it has an unacceptable account of the relation between concept posses-

sion and constitutive principles (discussed in  Chapter  2  ). Furthermore, Eklund’s theory 

is intended to provide an approach to the liar paradox. His view is that truth is an incon-

sistent concept (or that any language with a truth predicate is an inconsistent language). 

But his theory appeals to the very concept it deems inconsistent. That is, his approach to 

the liar paradox gives truth, which he takes to be an inconsistent concept, a crucial 

explanatory role. However, the fact that truth is an inconsistent concept should cast 

doubt on its ability to perform such a role. Consider again the analogy to mass: once we 

discovered that mass is inconsistent, we stopped using it for serious theorizing. Why is 

the case of truth any diff erent? 

 Consider this problem in a little more detail. Let L be an inconsistent language and M 

be the language in which Eklund’s theory is formulated (L and M might be the same 

language since, unlike many traditional approaches to the liar, Eklund’s theory does not 

require an expressively richer metalanguage). Both L and M contain truth predicates, 

but it is the truth predicate of M that is used by Eklund’s theory (call it τ). We know that 

since τ is a truth predicate, it has certain constitutive principles. We also know that 

because τ expresses an inconsistent concept, not all of its constitutive principles are true 

(or valid). Eklund does not tell us which of truth’s constitutive principles fail, but we 

know that some do. The question is: how can τ function properly in Eklund’s theory, 

which is supposed to provide a semantics for L, if some of its constitutive principles fail? 

Mono-aletheism (i.e., no sentence is both true and false) is an essential principle for a 

non-dialetheic semantics, and I do not see how a semantic theory could assign the right 

truth conditions to the sentences of L unless the truth predicate it employs obeys the 

    14    Eklund ( 2002a ,  2002b  ,  2005 ,  2007 , 2008a, 2008b).  
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ascending and descending aletheic principles (i.e., 〈ϕ〉 follows from 〈〈ϕ〉 is true〉, and 

〈〈ϕ〉 is true〉 follows from 〈ϕ〉). However, these are the very principles that give rise to 

the liar paradox. Thus, some of them have to fail; otherwise, Eklund’s theory would be 

inconsistent. In sum, Eklund’s theory casts truth in a crucial explanatory role, and it 

implies that some of truth’s constitutive principles are untrue. It seems, however, that if 

some of truth’s constitutive principles fail, then it is unsuited to play this explanatory 

role. At the very least, Eklund owes us an explanation of how truth can function prop-

erly in his semantic theory even though it is an inconsistent concept (and consequently, 

some of its constitutive principles fail). Specifying a logical approach to be paired with 

his inconsistency approach would go a long way toward satisfying this demand. I argue 

in  Chapter  10   that the obvious choice of logical approach (classical gap) results in a 

semantic theory that is empirically inadequate.  

     5.1.5  Yablo   

 Stephen Yablo suggested an inconsistency approach in the early 1990s that did not gar-

ner much attention, but it was a signifi cant step for inconsistency views because it paired 

an inconsistency approach (philosophical) with an outer revision theory, which is a logi-

cal approach. As far as I know, he was the fi rst person to do so.   15    

 Yablo’s idea is to use the revision theory as a theory of inconsistent defi nitions. It was 

originally designed for what Gupta and Belnap call circular defi nitions, which they take 

care to distinguish from inconsistent defi nitions.   16    According to Yablo, the defi nition of 

‘true’ is inconsistent because the rules for assigning an extension to it never terminate. 

Gupta and Belnap agree with this point but they interpret it diff erently. They think that 

circularly defi ned concepts do not have well-defi ned extensions and anti-extensions. 

Instead, they suggest three sorts of semantic categories for these terms—things the term 

categorically applies to, things the term categorically does not apply to, and the uncate-

gorical things. Yablo, on the other hand, sticks with extension and anti-extension, but 

then has to say that some things constantly switch back and forth from the extension to 

the anti-extension (e.g., paradoxical sentences). He interprets this behavior as a result of 

an inconsistency in the semantic rules governing the use of ‘true’. According to Yablo, 

any attempt to follow the semantic rules when dealing with inconsistent defi nitions is 

impossible. He draws an analogy with incompatible moral obligations; the diff erence is 

that, with inconsistent defi nitions, an attempt to comply with one obligation creates 

another that one must defy. One way to think about his use of the revision theory is that 

he takes successive stages in the revision sequence to model attempts to follow the 

semantic rules for ‘true’. Each attempt fails and brings in its wake a new attempt, and 

every new attempt shifts paradoxical sentences from the extension to the anti-extension 

of ‘true’ or vice versa. 

    15    Yablo ( 1993a ,  1993b  ); see also  Yablo ( 1985  ).  

    16    Gupta and Belnap ( 1993  ).  
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 One problem with Yablo’s view is that he does not give much credit to those compe-

tent with ‘true’ since he thinks that when we contemplate the truth conditions for para-

doxical sentences we keep trying to satisfy the semantic rules for ‘true’ even though they 

lead us in a circle. It is as if he thinks anyone contemplating the liar paradox would get 

stuck in an infi nite loop: the liar is true, no, wait, it’s false, no, it’s true, . . . That is not very 

realistic, but I do not see another way of making sense of his view. Also, he underesti-

mates the incompatibility in ‘true’s rules for use. It is not that trying to follow one rule 

leads one to accept another incompatible rule. Rather, we simultaneously try to follow 

incompatible rules for using ‘true’. That is an aspect of our engagement with the aletheic 

paradoxes that Yablo’s view cannot capture. However, the major problem I have with 

Yablo’s view is that his logical approach is weakly classical. That is, it is incompatible 

with (T-In) and (T-Out), but it is compatible with their inferential versions, (T-Intro) 

and (T-Elim); also, it is not compatible with meta-rules like reasoning by cases because 

these rules are not validated by the revision theory. My goal is a  classically  consistent 

theory of our inconsistent concept of truth, and Yablo does not deliver that.  

     5.1.6  Burgess   

 Alexis Burgess off ers an inconsistency approach that treats talk about truth as akin to 

fi ctional discourse.   17    Fictionalism is a view that one fi nds put to philosophical use in a 

wide variety of areas, mostly where one wants to avoid ontological commitment to 

entities of a certain kind (e.g., mathematical entities).   18    According to Burgess’s view, 

truth attributions should be read as ‘according to the fi ction of the naïve theory of 

truth’. He suggests that there might be a way to avoid the syntactically awkward results 

of his view, but I will not dwell on these details. 

 The most important feature of Burgess’s view for my purposes is that he off ers the 

fi ctionalist theory as a  prescriptive  theory; so the fi ctionalist truth predicate is supposed to 

be a replacement for our truth predicate that expresses the inconsistent concept of truth. 

Thus, Burgess is the only other inconsistency theorist surveyed here to endorse a 

replacement strategy. Moreover, he takes great pains to make sure that his fi ctionalist 

truth predicate does not in any way get explained in terms of our inconsistent concept 

of truth; so he accepts the most important condition I place on replacing truth. Still, this 

leaves us without a descriptive theory of ‘true’. In addition, I do not see much hope for 

using his fi ctionalist truth predicate in an explanatory role. To be sure, he does discuss 

the connection between it and the concept of assertion, but he does not consider my 

main focus in this book—meaning. Given that the naïve theory of truth is inconsistent, 

he would probably have to use something like Ludwig’s strategy to get a meaning theory 

    17   A.  Burgess ( 2006  ); for discussion see  Burgess and Burgess ( 2011  ).  

    18   See  Yablo ( 2001  ), Eklund (2011), and the papers in  Kalderon ( 2005a ,  2005b  ) for background on fi c-

tionalism. For discussion of fi ctionalism about truth in particular, see Price (2003), Woodbridge (2005), and 

Armour-Garb and Woodbridge (2010).  
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from it, and we saw how that turned out. Despite the fact that Burgess’s view is obvi-

ously the closest to my own in the literature, I am confi dent that the replacements 

I introduce in the next chapter are superior to his fi ctionalist truth predicate, and the 

descriptive theory coming up in  Chapter  9   would be impossible if we adopted Burgess’s 

approach.   19      

     5.2  Replacement arguments   

 The major problem with all the inconsistency views in the previous section (with the 

exception of Burgess’s) is that the descriptive theories they off er all suff er from the fact 

that the theories appeal to the notion of truth. From my perspective, the key to a descrip-

tively accurate inconsistency approach to the aletheic paradoxes is replacing truth for 

these explanatory purposes. This section is dedicated to clarifying what I take to be the 

most important aspect of my particular approach to the aletheic paradoxes: an inconsist-

ency approach should be part of a larger account of conceptual change, and in particular 

conceptual change with respect to truth. The following is a rough account of the stages 

of conceptual change:

     1.   Pre-revolution : people possess and use concept X and theory T in which X serves 

an explanatory role (e.g., mass and Newtonian mechanics).  

   2.   Early revolution : people discover that X is an inconsistent concept; they have some 

idea of which situations cause problems for those who use X; because of these 

problems, doubt is cast on the explanatory force of X and the acceptability of T as 

fundamental theory; however, without an alternative, people still use T and X.  

   3.   Late revolution : new concepts (say Y 
1
 , . . . , Y 

n
 ) are proposed and a new theory (say U) is 

proposed in which the Y  
i
  s serve an explanatory role (e.g., relativistic mass and proper 

mass in relativistic mechanics); U reduces to T in familiar cases, and the Y  
i
  s agree with 

X on familiar cases; U is used to determine the cases in which it is acceptable to use 

T; at this point the conceptual repertoire and language have been extended.  

   4.   Post-revolution : U has replaced T as the accepted fundamental theory, and the Y  
i
  s have 

replaced X as the accepted fundamental concepts; people might or might not still use 

T (and thus X) in certain cases (e.g., phlogiston theory has been totally superseded, 

but Newtonian mechanics is still indispensable for everyday situations).   20       

    19   Others that have expressed sympathy with the inconsistency approach, but do not off er detailed theo-

ries include  Tarski ( 1933 ,  1944  ),  Popper ( 1954  ),  Kattsoff  ( 1955  ), van  Benthem ( 1978  ),  Chihara ( 1973 ,  1979  , 

 1984 ),  Mates ( 1981  ),  Goddard and Johnston ( 1983  ),  McGee ( 1991  ),  Tappenden ( 1993 ,  1994  ),  Hill ( 2002  ), 

 Ray ( 2002  ),  Heck ( 2005  ),  Burgess and Burgess ( 2011  ), and  Båve ( 2012  ).  Schiff er ( 2003  ) deserves a mention 

here as well—although he does not endorse an inconsistency view of truth, he does claim that many philo-

sophical problems admit only what he calls  unhappy face solutions , which entail that one or more of the 

concepts in question are inconsistent.  

    20   For more on conceptual revolutions, see  Kuhn ( 1962  ),  Thagard ( 1992 ,  2012  ),  Anderson, Barker, and 

Chen ( 2006  ), and  Nersessian ( 2008  ).  
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 The fundamental problem with the other inconsistency theorists (other than Burgess) is 

that although they attempt to give an account of our concepts and language at stage 1, 

and some of them (e.g., Patterson, Ludwig, Yablo, and Eklund) consider stage 2, they 

completely ignore stages 3 and 4. An inconsistency approach to the liar that does justice 

to stages 3 and 4 would propose replacement concepts for truth, and replacement theo-

ries for the theories we currently have that appeal to truth. Truth is a very popular 

 concept—it is used in theories of meaning, knowledge, assertion, belief, validity, objec-

tivity, rationality, etc.; thus, replacing it is a big job. Obviously, one wants replacements 

for truth that can be used to construct new theories to replace the old ones (that is a task 

of   Chapter  8  ). 

 In an attempt to understand our language at stages 1 and 2, some inconsistency theo-

rists (e.g., Eklund) have presented traditional semantic theories for inconsistent con-

cepts/languages. Given the role of truth in understanding language, their actions are 

understandable. However, once we remind ourselves of the stages of conceptual change, 

we can see that they have jumped the gun—their semantic theories appeal to the con-

cept of truth. Before we can explain our stage 1 and 2 language, we need to fi nd replace-

ments for our concept of truth. Then we can use the replacements to formulate a new 

semantic theory. Once we have that, we can use it to explain the languages we speak at 

each of the stages. 

 Notice that the case of mass is much less complicated than the case of truth because 

truth is a linguistic concept. We do not use mass to try to explain discourse involving 

‘mass’. However, we do use truth to explain discourse involving ‘true’. If we had used 

mass in this way, then once we reached stage 2, we would have been tempted to use it to 

explain our stage 1 and 2 language. When discussing inconsistency approaches to the 

aletheic paradoxes, it is essential that one maintain one’s bearings by keeping the stages 

of conceptual change fi rmly in mind. 

 It is a necessary condition on an acceptable account of inconsistent concepts (and 

thus, on an inconsistency approach to the liar) that it does justice to all the stages of con-

ceptual change. If we accept a theory that appeals to truth (e.g., Eklund’s theory), then 

we will not be able to progress to stages 3 and 4 without giving up the theory—we will 

be stuck in stage 2. Of course, as a provisional account of stages 1 and 2, it is fi ne to use 

the concept of truth, provided one keeps in mind that one is using an inconsistent con-

cept to describe discourse involving that inconsistent concept and that the provisional 

theory should be superseded by a more fundamental one once we have acceptable 

replacement concepts (that is the way I think of Eklund’s theory). Thus, I am suggesting 

that the other inconsistency theorists suff er from a lack of vision—they do not see the 

larger enterprise in which they are engaged. The moral is that if one endorses an incon-

sistency approach to the aletheic paradoxes, one should be in the business of replacing 

truth. 

 Another reason for replacing truth has more to do with inconsistent concepts 

in general. Consider the case of mass. Once we discovered that momentum/

velocity varies with reference frames, we discovered that the concept of mass is 
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inconsistent.   21    At that point, we knew that using it in certain situations would 

lead us astray—it would deliver incorrect predictions or even outright contradic-

tions. Nevertheless, we also knew that in many situations, it is perfectly legitimate 

to use it, just as we had been for hundreds of years. What marks the difference 

between the two kinds of situations? Only once we had relativistic mechanics, 

with its two concepts of mass, could we answer this question. The answer is, of 

course, that when the difference between relativistic mass and proper mass is neg-

ligible given one’s interests in a given situation, one may use mass; otherwise, one 

should use the replacement concepts. But this sort of answer is not possible until 

one has suitable replacement concepts. This example points up a general lesson: a 

useful inconsistent concept should be replaced since it is only by using the replace-

ments that one can determine in which situations it may legitimately be used. Truth 

is incontestably useful. Thus, any inconsistency approach to the aletheic paradoxes 

should offer replacements for truth. 

 One can fi nd this attitude toward conceptual replacement nicely summarized in the 

following quote from Albert Einstein: 

  Concepts that have proven useful in ordering things easily achieve such an authority over us that 

we forget their earthly origins and accept them as unalterable givens. Thus they come to be 

stamped as “necessities of thought,” “a priori givens,” etc. The path of scientifi c advance is often 

made impassable for a long time through such errors. For that reason, it is by no means an idle 

game if we become practiced in analyzing the long commonplace concepts and exhibiting those 

circumstances upon which their justifi cation and usefulness depend, how they have grown up, 

individually, out of the givens of experience. By this means, their all-too-great authority will be 

broken. They will be removed if they cannot be properly legitimated, corrected if their correla-

tion with given things be far too superfl uous, replaced by others if a new system can be estab-

lished that we prefer for whatever reason.   22      

 I suggest that there is not only good reason to break truth’s authority over us, but also to 

prefer a new system of concepts for certain purposes.  

     5.3  Paradox and persons   

 Although I have yet to see it in print, I often hear an objection to the replacement strat-

egy that begins with an observation like this one (from Thomas Hofweber): 

  No damage has ever been done by [the aletheic paradoxes] outside of a philosophy department. 

No planes fell out of the sky because of them, no money was ever lost, no one was confused into 

    21   Obviously, this is a gross oversimplifi cation of the empirical and theoretical situation that led us to 

reject Newtonian mechanics and accept special relativity; however, the additional technical details would 

distract from the philosophical point without any off setting benefi t. See  Jammer ( 2000  ),  Petkov ( 2009  ), and 

the papers in  Capria ( 2005  ).  

    22    Einstein ( 1916  : 102).  
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believing that Santa exists because of them. But why not? . . . We reason in accordance with rules 

which allow us to conclude that Santa exists, that planes should take off  at 2 mph, and that you 

should bet everything on that limping horse. But no one is moved by any of the arguments, even 

though in general we are very moved by arguments we establish using just these rules. We are 

usually very moved when we establish using classical logic that planes need to go faster than 2 

mph to take off . Why is it that the paradoxes are simply insignifi cant?   23      

 The objection then continues: since the paradoxes are simply insignifi cant, there is no 

reason for us to bother with the trouble of replacing our concept of truth. 

 I disagree with Hofweber on this point. In fact, in the opening paragraph of the book, 

I said that the aletheic paradoxes pose a serious threat to us. That probably sounded like 

hyperbole at the time, but now I would like to justify it. 

 Consider what David Lewis calls our “general theory of persons” in the following 

passages: 

  Imagine that we have undertaken the task of coming to know Karl as a person. We would like 

to know what he believes, what he desires, what he means, and anything else about him that can 

be explained in terms of these things. We see a two-fold interpretation: of Karl’s language, and 

of Karl himself. And we want to know his beliefs and desires in two diff erent ways. We want to 

know their content as Karl could express it in his own language, and also as we could express it 

in our language. Imagine also that we must start from scratch. At the outset we know nothing 

about Karl’s beliefs, desires, and meanings. Whatever we may know about persons in general, our 

knowledge of Karl in particular is limited to our knowledge of him as a physical system. 

 Both  Ao  and  Ak  are to be specifi cations of Karl’s propositional attitudes—in particular, of 

Karl’s system of beliefs and desires.  Ao  specifi es Karl’s beliefs and desires as expressed in our 

language;  Ak  specifi es them as expressed in Karl’s language; until we fi nd out what the sentences 

of Karl’s language mean, the two sorts of information are diff erent. 

  M , the third component of our desired interpretation of Karl, is to be a specifi cation, in our 

language, of the meanings of expressions of Karl’s language. 

 What are the constraints by which the problem of radical interpretation is to be solved? 

Roughly speaking, they are the fundamental principles of our general theory of persons. They 

tell us how beliefs and desires and meanings are normally related to one another, to behavioral 

output, and to sensory input. The general theory of persons serves as a schema for particular 

theories of particular persons. A particular theory of Karl, for instance, may be constructed by 

ascribing particular beliefs, desires, and meanings to him. That is, by fi lling in  Ao ,  Ak , and  M .   24      

 Lewis goes on to suggest a way of fi lling in  Ao ,  Ak , and  M  given only physical facts 

about Karl. The main point of this passage, for my purposes, is that specifying the mean-

ings of a person’s words is an integral part of characterizing that person  as a person , rather 

than as a merely physical system. Moreover, specifying the meanings of a person’s words 

goes hand in hand with specifying their propositional attitudes. 

    23   Hofweber (2010: 9–10).  

    24    Lewis ( 1974  : 108–11).  
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 If Karl is like any person you have ever met, then Karl possesses the concept of truth 

and Karl’s language contains a truth predicate. One’s specifi cation of the meaning of 

Karl’s truth predicate and one’s specifi cation of the content of Karl’s propositional atti-

tudes involving truth ought to respect the fact that (T-In) and (T-Out) are constitutive 

of truth. That is, for any proposition p, if Karl accepts p (as specifi ed by either  Ao  or  Ak ), 

then Karl accepts that p is true; likewise, if Karl accepts that p is true, then Karl accepts p. 

Moreover, Karl’s language and thought have the capacity to represent the sentences of 

Karl’s language and the propositions he entertains, and Karl possesses basic logical con-

cepts like negation, conjunction, disjunction, and the conditional (and his language has 

the associated expressions). 

 Here is the problem. There is no way to fi ll in  Ao ,  Ak , and  M  for Karl. As we have 

seen, it is impossible to: (i) specify the meaning of Karl’s truth predicate or the content of 

Karl’s concept of truth so that (T-In) and (T-Out) are true, while (ii) specifying the con-

tents of Karl’s logical terms and concepts accurately (e.g., so that the conditional obeys 

 modus ponens  and conditional proof), and (iii) respecting the fact that Karl’s language 

contains liar sentences and there are liar propositions that he might entertain.   25    Of 

course, we might be able to fi ll in  Ao ,  Ak , and  M  piecemeal, but that is a far cry from a 

general theory of Karl, the person, that Lewis envisions. The fact that Karl possesses the 

concept of truth and his language has a truth predicate seems to render it impossible to 

treat Karl as a person. Far from being harmless puzzles, the aletheic paradoxes threaten 

the very idea that we are people, at least if people conform to the general theory of per-

sons articulated above. Moreover, the damage caused by the paradoxes is not confi ned to 

philosophy departments; they do damage in linguistics departments, in psychology 

departments, in cognitive science departments, in sociology departments—or at least 

they will when the members of these departments who are working on their respective 

aspects of a general theory of persons get around to thinking hard about what to say 

about utterances and attitudes associated with truth. 

 Hofweber has a more specifi c objection—he argues that my particular replacement 

strategy is impossible to pull off . Here is a passage from a recent paper: 

  Scharp proposes that we replace our inconsistent concept of truth with a better one. But if our 

concept of truth indeed allows us to infer anything then such a replacement can’t be rational. 

The reasons available to us then wouldn’t favor replacement since I can deduce deductively that 

I should replace, and that I shouldn’t replace, leading to a rational dead end.   26      

 The worry voiced here is that one can use the reasoning in say, Curry’s paradox to infer 

anything at all (or one could use any of the aletheic paradoxes to arrive at a contradic-

tion and then infer anything one wants from it); in particular, one could infer that truth 

should not be replaced. The problem with this objection is in the term ‘allows’. Our 

    25   Notice that this problem does  not  presuppose that we are specifying the meanings of Karl’s sentences 

by giving their truth conditions. It is a problem for everyone, no matter what one’s preferred theory of 

meaning.  

    26   Hofweber (2010: 16, n. 10).  
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concept of truth  does  allow us to infer anything in the sense that if we use its constitutive 

principles, we can arrive at any conclusion we please. However, it is no part of my view 

that it is rational to reason according to truth’s constitutive principles across the board. 

Indeed, once we discover that they are classically inconsistent given the resources to 

construct paradoxical sentences, we should no longer accept these principles. Notice 

also that my case for replacement does not rely on reasoning in accord with truth’s con-

stitutive principles. Rather, I argue that because truth is a useful inconsistent concept, 

we should introduce some new concepts that should be used instead of truth in certain 

situations.  

     5.4  Conditions of adequacy   

 On the basis of the discussion so far in Chapters 2, 3, and 4, we can formulate conditions 

for an acceptable unifi ed theory of truth (T): 

     (1)  T implies that (T-In) and (T-Out) are constitutive of truth.  

   (2)  T is compatible with classical logic.  

   (3)  T is a theory of a general truth predicate.  

   (4)  T implies that natural-language truth predicates are univocal and invariant.  

   (5)  T does not give rise to revenge paradoxes (of either kind).  

   (6)  T enjoys generic theoretical virtues (e.g., consistency, simplicity, modesty, power, 

and depth).    

 A few comments on these conditions are in order. 

 Condition (1) stems from truth’s expressive role and the intuition that anyone who 

asserts p together with ‘p is not true’ or  ┌ ~p ┐  together with ‘p is true’ seems to be mis-

using the word ‘true’. Yes, there are theoretical reasons for the former (e.g., p is not in the 

business of stating facts), but the point here is that liar sentences do not seem to be in this 

category, so anyone who asserts either of these combinations where p is a sentence in 

the same category as liar sentences seems to misunderstand the word ‘true’. Notice that 

(1) does not require that T implies that (T-In) and (T-Out) are  true ; rather, T must imply 

that they are constitutive. 

 Condition (2) is based on the considerations throughout Chapters 3 and 4; in particular, 

it seems that we use logical devices (e.g., Boolean negation) in natural language. Non-

classical approaches to the aletheic paradoxes and the unifi ed theories of truth that incorpo-

rate them are incapable of applying to languages with these features. Again, there might be 

good reason to give up classical logic, but any such reason will have to be based on the norms 

of correct reasoning, not on trying to solve paradoxes that pertain to a specifi c concept. 

 Condition (3) stipulates that truth predicates are not language-specifi c. As argued in 

 Chapter  4  , there is no way to explain natural-language truth predicates in terms of lan-

guage-specifi c truth predicates. The only alternative is to admit that ‘true’ applies equally 

to sentences of English and sentences of other languages. 
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 Condition (4) is justifi ed by the considerations in  Chapter  3   on contingent paradoxes; 

since (i) truth plays an expressive role in our linguistic practice, (ii) the Content Deter-

mination Condition (CDC) governs our communicative practices, and (iii) there are 

contingent paradoxes, it does not make sense to think that truth predicates (or the sen-

tences in which they occur) are ambiguous or context-dependent in a way that would 

obviate the aletheic paradoxes. This issue will come up again in  Chapter  9  , where I sug-

gest that ‘true’ is assessment-sensitive in virtue of expressing an inconsistent concept. 

 Condition (5) should be obvious at this point; the revenge paradoxes studied in  Chap-

ter  4   are as debilitating as they are ubiquitous. Theories of truth that give rise to revenge 

paradoxes are non-starters—they do not apply to natural languages, they require lan-

guage-specifi c truth predicates, and they do not solve the paradoxes. 

 Condition (6) has nothing to do with truth in particular, but rather with philosophi-

cal theories in general. They should be  consistent  (inconsistent theories are unacceptable, 

and switching from classical to paraconsistent logic does not make them any less so). 

They should, other things being equal, be  simple ; this is a widely accepted condition on 

theories. They should, other things being equal, be  modest  in the sense that accepting 

them should not require giving up other, independent views (this is one major problem 

with non-classical theories of truth—they go hand in hand with rejecting accepted 

ways of reasoning even when those have nothing to do with truth). They should be 

 powerful , which means that they explain a wide range of issues associated with truth, not 

just ‘true’ as it is used in certain specialized circumstances. Finally, they should be  deep , in 

the sense that they give us some insight into a diverse set of phenomena that had previ-

ously been not as well understood.  

     5.5  Two theories   

 The discussion so far illustrates a deep divide between my approach and those of other 

contemporary inconsistency theorists with the exception of Burgess: I take a  dynamic  

attitude toward the aletheic paradoxes, while theirs is  static . That is, my approach focuses 

on what we can do and what we should do about the paradoxes. Their approaches are 

only about how to describe one aspect of the current mess we are in—they focus on 

how to understand languages that contain words that express inconsistent concepts. 

They care about where we are; I care about both where we are and where we want to be. 

Of course, it is important to understand our language as it is; without such an under-

standing, we would not know what problem needs to be fi xed. In fact, we inconsistency 

theorists all agree that the biggest mistake made by those who propose traditional 

approaches to the aletheic paradoxes is that they misdiagnose the problem.  We  think that 

truth is an inconsistent concept (or that a language containing a truth predicate is an 

inconsistent language), while  they  think that everyone taken in by the reasoning involved 

in the paradoxes is making some more or less mundane mistake. We think that compe-

tence with the concepts involved in the paradox predisposes those who employ them to 
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accept all the assumptions and inferences involved in the paradoxical reasoning. 

Although we all agree on this matter, we disagree about how to characterize inconsist-

ent concepts and languages. 

 From my point of view, the biggest mistake made by the other inconsistency theorists 

is that they do not consider what can be done to change our language and our concep-

tual repertoire in order to eliminate the liar paradox and its vengeful brethren. Only by 

understanding the process by which we change our concepts and our language can we 

really understand both our inconsistent language and what we should do to fi x it. 

 Accordingly, my approach to the liar paradox has two parts: (i) a descriptive theory, 

which explains our inconsistent language and our inconsistent concept of truth, and 

(ii) a prescriptive theory, which explains how we should change our language and which 

introduces new concepts to take the place of our inconsistent concept of truth. It is 

essential that  the descriptive theory depend on the prescriptive theory . That is, the theory that 

explains our inconsistent concept of truth does not appeal to our inconsistent concept 

of truth. Instead, the descriptive theory appeals to the replacement concepts introduced 

by the prescriptive theory. Otherwise, one could not accept the explanation of our 

inconsistent concept of truth without giving our inconsistent concept of truth a crucial 

explanatory role.  

     5.6  The parable of Mindy   

 One might have the following worry about my replacement strategy: we need to under-

stand our current linguistic practice  before  we can fi gure out how to fi x it; otherwise, we 

have no reason to think that the fi x will be successful; that is, we need to know where we 

are  before  we fi gure out where we should go. Thus, a descriptive theory should not be 

based on the prescriptive theory. 

 My reply is that we need a good enough understanding of our current linguistic 

practice to fi gure out what to do. However, we have good reason to think that, although 

many of our tools for understanding our linguistic practice rely on truth (e.g., truth-

conditional semantics), truth is a defective concept. Thus, we simultaneously think that 

truth is a key to understanding our language and that it is defective. That puts us in the 

position of being able to understand  well enough  what our current practice is like. We 

understand what is wrong well enough to see that, using our current concepts, we can-

not be completely successful at describing what is going on. Moreover, we understand 

what is wrong well enough to place some conditions on potential conceptual 

revolutions. 

 I would like to use an analogy based on Hasok Chang’s recent work on the develop-

ment of the concept of temperature to illustrate my point (I have changed the story a 

bit).   27    Imagine that a very nearsighted person, Mindy, has been using a monocle, but 

    27    Chang ( 2004  ).  
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now fi nds that it does not work very well; in particular, there is a major distortion in her 

fi eld of view. She takes off  the monocle and looks at it but cannot see any defects owing 

to her inability to see much at all without it. She gets an idea and puts on the monocle 

and looks in a mirror—she can see well enough with the monocle to notice a very large 

and deep scratch across the lens. Of course, the scratch prevents her from seeing the 

refl ection of the monocle in the mirror perfectly. Nevertheless, she sees it well enough 

to diagnose the problem—the scratch on the lens—and well enough to fi gure out what 

needs to be done—replace the lens. So, it would be impossible for Mindy to see her 

monocle perfectly given that the tool she is using—that very monocle—is defective. 

Nevertheless, it works well enough for her to diagnose the problem and arrive at a 

course of action to fi x it. Let us say Mindy calls her optometrist and there is no replace-

ment lens in stock, so she decides to buy a pair of glasses instead. With her new pair of 

glasses, she can see the scratch on the monocle far better than she could while using the 

monocle and a mirror—after all, she is not looking through a defective lens anymore. So 

her monocle was able (with some help from the mirror) to give her enough information 

about her predicament to allow her to determine what the problem was even though 

she did not have a perfect understanding of it since the scratch on the lens distorted her 

view of the scratch on the lens. It also gave her enough information to fi gure out what 

to do about it, even though it did not give her perfect understanding of it since the 

scratch on the lens distorted her view of the scratch on the lens. 

 The monocle is our concept of truth, the scratch on the lens is truth’s conceptual 

defectiveness, and the new pair of glasses is the team of replacements for truth. Even 

though we cannot use truth to get a perfect understanding of our linguistic practice and 

our truth predicate, our tools (which involve the notion of truth) give us enough infor-

mation to fi gure out that truth is a defective concept and they give us enough informa-

tion to fi gure out what to do about it. 

 We get a better understanding of our linguistic practice by using the replacement 

concepts rather than our concept of truth, just as Mindy gets a better view of her mono-

cle using the glasses. That is not to say that the monocle did no work—it allowed her to 

fi gure out what was wrong even if it did not give her a perfect view of what was wrong. 

The same point holds in the case of truth—using it, we have fi gured out that it is defec-

tive. Using it, we have fi gured out what its replacements should be like. It is a mistake to 

think that defective tools, whether they are physical or conceptual, are good for 

nothing.      



   This chapter presents one of the two major theories of this book. It outlines the replace-

ment concepts: ascending truth and descending truth. The theory presented here is 

prescriptive in the sense that it off ers a suggestion for changing our conceptual scheme. 

One of the central tenets of the unifi ed theory of truth I off er is that the descriptive 

theory of truth should depend on the prescriptive theory of truth—the replacements, 

not truth, should serve in explanatory roles for the descriptive theory, which is the sub-

ject of  Chapter  9  .  

     6.1  The replacements: ascending truth and descending 

truth   

 I am hardly the fi rst philosopher to suggest replacements for truth. I think Tarski can be 

read as suggesting a sanitized replacement.   1    More recently,  Vann McGee suggested that 

we replace truth with two concepts—a vague concept of truth and a concept of defi nite 

truth.   2    And Alexis Burgess has recently suggested a fi ctionalist truth predicate as a 

replacement.   3    Indeed, since most approaches to the aletheic paradoxes require giving up 

something that seems integral to the everyday concept of truth, most of them can be 

read as off ering a replacement concept. 

 An inconsistency theorist who thinks we should replace our concept of truth (at least 

for certain purposes) has a choice to make: what should the replacement(s) be? It is 

tempting to opt for a single replacement concept, but there are good reasons to reject 

this strategy. 

 First, it is widely accepted that we use ‘true’ as a device of endorsement and as a device 

of rejection. In order to serve as a device of endorsement, the truth predicate must obey 

(T-Out), and in order to serve as a device of rejection, the truth predicate must obey 

             6 

The Prescriptive Theory   

    1    Tarski ( 1933  ).  

    2    McGee ( 1991  ).  

    3   A.  Burgess ( 2006  ).  
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(T-In). These are necessary (but not suffi  cient) conditions. Of course, we already know 

that in a classical setting no single concept obeys these two principles; thus, no concept 

can serve as both a device of endorsement and rejection given classical logic and the 

expressive resources to construct liar sentences. However, as I shall show, if we replace 

truth with two concepts, we can split the workload, allowing one to serve as a device of 

endorsement and the other to serve as a device of rejection. 

 The huge variety of aletheic paradoxes hidden in the principles truth seems to obey 

constitutes a second reason to use a team of replacements. Here is a sample of the many 

principles truth seems to obey: 

   Disquotational Principles  

 (T-Out) T(〈ϕ〉) → ϕ 

 (T-In) ϕ → T(〈ϕ〉) 
 (T-Elim) T(〈ϕ〉) ⊢ ϕ 

 (T-Intro) ϕ ⊢ T(〈ϕ〉) 
 (~T-Elim) ~T(〈ϕ〉) ⊢ ~ϕ 

 (~T-Intro) ~ϕ ⊢ ~T(〈ϕ〉) 
 (Cat) ⊢ ϕ → ⊢ T(〈ϕ〉) 
 (Co-Cat) ⊢ T(〈ϕ〉) → ⊢ ϕ 

   Truth-functional Principles  

 (~-Imb)   4    ~T(〈ϕ〉) → T(〈~ϕ〉) 
 (~-Exc)   5    T(〈~ϕ〉) → ~T(〈ϕ〉) 
 (∧-Imb) T(〈ϕ〉) ∧ T(〈ψ〉) → T(〈ϕ∧ψ〉) 
 (∧-Exc) T(〈ϕ∧ψ〉) → T(〈ϕ〉) ∧ T(〈ψ〉) 
 (∨-Imb) T(〈ϕ〉) ∨ T(〈ψ〉) → T(〈ϕ∨ψ〉) 
 (∨-Exc) T(〈ϕ∨ψ〉) → T(〈ϕ〉) ∨ T(〈ψ〉) 
 (→-Imb) (T(〈ϕ〉) → T(〈ψ〉)) → T(〈ϕ →ψ〉) 
 (→-Exc) T(〈ϕ → ψ〉) → (T(〈ϕ〉) → T(〈ψ〉)) 

   Misc. Principles  

 (Taut) T(〈ϕ〉) for ϕ a tautology 

 Contra) ~T(〈ϕ〉) for ϕ a contradiction 

 (T-Del) T(〈T(〈ϕ〉)〉) → T(〈ϕ〉) 
 (T-Rep) T(〈ϕ〉) → T(〈T(〈ϕ〉)〉) 
 (TT) T(〈T(〈ϕ〉) → ϕ〉) 

   Implication Principles  

 (MPC) (ϕ 
1
  ∧ . . . ∧ ϕ 

n
  → ψ) → (T(〈ϕ 

1
 〉) ∧ . . . ∧ T(〈ϕ 

n
 〉) → T(〈ψ〉)) 

 (SPC) (ϕ → ψ) → (T(〈ϕ〉) → T(〈ψ〉)) 

    4   ‘Imb’ is short for ‘imbibe’.  

    5   ‘Exc’ is short for ‘excrete’.  
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 (Sub-In) ϕ ↔ ψ → T(〈ϕ〉) ↔ T(〈ψ〉) 
 (MPT) (T(〈ϕ 

1
 〉) ∧ . . . ∧ T(〈ϕ 

n
 〉) → T(〈ψ〉)) → (ϕ 

1
  ∧ . . . ∧ ϕ 

n
  → ψ) 

 (SPT) (T(〈ϕ〉) → T(〈ψ〉)) → (ϕ → ψ) 

 (Sub-Out) T(〈ϕ〉) ↔ T(〈ψ〉) → (ϕ → ψ)   

 It is reasonable to expect that our theory of the replacement concept(s) should include 

as many replacement principles—those like the above but formulated with the replace-

ment concepts—as possible. With a single replacement for truth, one will end up with 

very few of these replacement principles. Consider the study by Harvey Friedman and 

Michael Sheard on just twelve principles that truth seems to obey. They document all 

the possible consistent subsets of these twelve principles.   6    One lesson from their analy-

T-Out

T(〈φ〉) → φ
T-In

φ → T(〈φ〉)

T-Del

T(〈T(〈φ〉)〉) → T(〈φ〉)
T-Rep

T(〈φ〉) → T(〈T(〈φ〉)〉)

T-Exit
|-T(〈φ〉) →  |-φ

T-Enter
|-φ → |-T(〈φ〉)

T-Cons

~(T(〈φ〉) ∧T(〈~φ〉))
T-Comp

T(〈φ〉) ∨ T(〈~φ〉))

T(〈φ→   〉)∧T(〈φ〉)→T(〈   〉)
T(〈φ〉) if 〈φ〉 is a tautology

T(〈φ〉) if 〈φ〉 is a truth about constants, free variables, or 

primitive recursive function symbols

~T-Enter
|-~φ →  |-~T(〈φ〉)

~T-Exit
|-~T(〈φ〉) → |-~φ

U-Inf

T(〈(∀x)F(x)〉) → (∀x)T(〈F(x)〉)
E-Inf

(∃x)T(〈F(x)〉) → T(〈(∃x)F(x)〉)

Key Assumptions

Entailment

Inconsistency

    Figure 5  Aletheic Principles from Friedman and Sheard     

    6    Friedman and Sheard ( 1987  ). See also Friedman and Sheard (1988) and  Leigh and Rathjen ( 2010  ).  
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sis is that trying to fi nd a consistent subset of even the most basic principles we 

 unrefl ectively take truth to obey is like navigating a minefi eld—there are a ton of hid-

den inconsistencies in seemingly innocuous combinations of just these twelve princi-

ples;  Figure  5    displays their results (any combination not labeled as inconsistent is 

consistent).    7      

 And it only gets worse when one includes more truth-functional principles, quantifi -

cation principles, and implication principles. Anyone who advocates replacing truth 

with a single concept would have to pick the best combination of replacement princi-

ples and give up anything like the rest of them. Even the best combination is a small 

subset of these principles, so most of them would be given up. However, as I indicate 

below, when we replace truth with  two  concepts, we have the option of accepting some 

replacement principles that are formulated with one concept and some replacement 

principles that are formulated with the other. In addition, this strategy allows for  hybrid  

principles, which are formulated with both concepts. The theory of the replacement 

concepts I off er includes a replacement principle for every one of the principles listed 

above for truth. Such a thing is only possible when we replace truth with a team of 

concepts. 

 Having argued that we should not replace truth with a single concept, we still need to 

decide on a team of replacement concepts. There are many options here, but one obvi-

ous way to go is: pick the smallest inconsistent collection of the most obvious of truth’s 

principles and divide them up between replacement concepts. The most obvious can-

didate collection is: (T-In) and (T-Out).   8    So we should have one replacement concept 

that obeys an analog of (T-In) but not the analog of (T-Out) and another replacement 

concept that obeys an analog of (T-Out) but not the analog of (T-In). Inspired by Quine’s 

comment that (T-In) encapsulates truth’s function of semantic ascent, I call the concept 

that obeys (T-In)  ascending truth . The other I call  descending truth .  

     6.2  Montague’s theorem   

 The goal is to have ascending truth and descending truth be as close as possible to truth 

without engendering paradoxes of any kind or requiring a weakening of logic. More-

over, in sentences that do not pose any kind of threat (e.g., sentences not containing 

semantic predicates), ascending and descending truth should obey all the above princi-

ples. It turns out that there are several serious obstacles to satisfying these demands, and 

some tough choices have to be made. 

    7   Remember, (T-Enter), (T-Exit), (~T-Enter), and (~T-Exit) are to be read as derivability principles rather 

than inference rules; e.g., (T-Enter) says that if p is derivable, then ‘p is true’ is derivable. To foreshadow a bit, 

neither of the replacement concepts I recommend obeys the fi rst listed assumption, so they are not subject 

to these results.  

    8   I am excluding the substitution principle from the collection since it seems integral to being a predicate 

at all.  
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 The most diffi  cult problem facing our inchoate theory of ascending and descending 

truth is a theorem Richard Montague proved in 1963 that has had much more impact 

on the philosophical discussion of necessity than the discussion of truth. Montague 

proved that a theory of some predicate H(x) with the following features is inconsistent: 

     (i)  All instances of ‘H(〈ϕ〉) → ϕ’ are theorems.  

   (ii)  All instances of ‘H(〈H(〈ϕ〉) → ϕ〉)’ are theorems.  

   (iii)  All instances of ‘H(〈ϕ〉)’ where 〈ϕ〉 is a logical axiom are theorems.  

   (iv)  All instances of ‘H(〈ϕ → ψ〉) → (H(〈ϕ〉) → H(〈ψ〉)) are theorems.  

   (v) Q  (i.e., Robinson arithmetic) is a subtheory.   9        

 Condition (v) is present to ensure that the language in which the theory is expressed has the 

ability to refer to its own sentences. The other four conditions are highly desirable for  descend-

ing  truth. On this reading, note that (i) is just the replacement for (T-Out), (ii) says that all 

instances of the replacement for (T-Out) are descending true, (iii) says that all tautologies are 

descending true, and (iv) says that descending truth is closed under  modus ponens  (i.e., if a 

conditional is descending true and its antecedent is descending true, then its consequent is 

descending true). Montague’s theorem shows that if descending truth is a consistent concept, 

then it does not obey all four of these principles. Since I am taking the replacement for 

(T-Out) to be constitutive of descending truth, my options are to deny (ii), deny (iii), or deny 

(iv). Denying (ii) results in a theory of descending truth that is not descending true, which is 

a version of a revenge paradox (self-refutation problem). That leaves (iii) or (iv). 

 A recent result by Field helps make this decision easier. He argues that the standard defi -

nition of validity is untenable in light of the aletheic paradoxes because it is incompatible 

with every logical approach to the paradoxes. Recall the seven categories of logical 

approaches: (i) classical glut, (ii) classical gap, (iii) classical symmetric, (iv) weakly classical, 

(v) paracomplete, (vi) paraconsistent, and (vii) substructural. Field considers only fi ve of 

these (he leaves out (iii) and (vii)).  Let T be the theory composed of the logic in question 

plus the principle(s) of truth in question (e.g., in case (i), T is classical logic plus (T-In)).

  Case (i):  T proves that some principles of classical logic are not truth-

preserving.   10    

 Case (ii): T proves that some principles of truth are not truth-preserving.   11    

 Case (vi):  Either T proves that some principles of truth are not truth-preserving or 

T proves that some principles of (weakly) classical logic are not truth-

preserving.   12    

    9    Montague ( 1963  ).  

    10   For a liar sentence λ (i.e., λ = ‘λ is not true’), T proves that λ is true, T proves that  ┌ λ → (~λ → ⊥) ┐  is 

true, and T proves that  ┌ ~λ → ⊥ ┐  is not true. Thus, T proves that an instance of  modus ponens  is not truth-

preserving. See Field (2006a).  

    11   T proves that’ ┌ λ is true → λ ┐  is not true, but  ┌ λ is true → λ ┐  is an instance of (T-Out). Thus, T proves 

that an instance of (T-Out) is not truth-preserving. See Field (2006a).  

    12   See  Friedman and Sheard ( 1987  ) for the argument; see also Field (2006a).  
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 Case (v): T is inconsistent with the claim that all principles of paracomplete logic 

are truth-preserving.   13    

 Case (vi): Either T proves that some principles of paraconsistent logic are not 

truth-preserving or T trivializes when conjoined with the claim that all 

principles of paraconsistent logic are truth-preserving.   14      

 Here I am including under the heading of ‘truth-preserving’ the condition that the 

theory implies that all its axioms are true—the instance of an axiom is like a trivial infer-

ence rule. Although option (iii), classical symmetric theories, are left out of Field’s treat-

ment, there is good reason to think that they cannot treat validity as truth-preservation 

since they do not even allow the move from p to ‘p is true’ or vice versa in hypothetical 

contexts. The upshot is that, no matter which of the fi rst six options one chooses, one 

should not accept that valid arguments are necessarily truth-preserving. Proponents of 

substructural views claim that they are not subject to Field’s result.   15    

 In general, we have two prominent ways of thinking about validity: as the property of 

canons of good reasoning and as necessary truth-preservation. The lesson of Field’s 

argument can be put as: given any combination of a theory of truth and a logic, it is 

unacceptable that the canons of good reasoning preserve truth.   16    This argument of 

Field’s is relatively new, and it is buried in a much more complex discussion of Gödel’s 

Second Incompleteness Theorem and formal theories of truth, so it has yet to generate 

much literature. However, I fi nd it convincing, and this conclusion has an eff ect on my 

response to the problem posed by Montague’s theorem. 

 Field’s considerations also sink any attempt to defi ne validity in terms of descending 

truth-preservation. So, any theory of descending truth will have to admit that descend-

ing truth is not closed under some deducibilities. However, it is open to say that all logi-

cal truths are descending true. Thus, it makes the most sense to reject (iv) and accept 

(iii). As such, I stipulate that all classical tautologies are descending true; it follows by 

Montague’s theorem that descending truth is not closed under  modus ponens . 

 We know several things about ascending and descending truth already. First, we are 

using classical logic and we are not restricting the expressive resources of the languages 

we consider. So we know that we will have to deal with sentences like the following:

   (a) ~A(a) [i.e., a is not ascending true] 

  (d) ~D(d) [i.e., d is not descending true]   

 From (d) and the fact that D(x) obeys (T-Out) we can prove ~D(d) and ~D( ┌ ~d ┐ ); from 

(a) and the fact that A(x) obeys (T-In), we can prove A(a) and A( ┌ ~a ┐ ). So we know that 

    13   See Field (2006a) for the argument.  

    14   See Field (2006a) for the argument.  

    15   See  Ripley ( 2012  , forthcoming) and Beall and Murzi (forthcoming).  

    16   The eff ects of this split can be seen all over the literature on logical approaches to the paradoxes. For 

example,  Maudlin ( 2004  ) defi nes validity in terms of truth-preservation, and that leads him to claim that 

(T-In) and (T-Out) are valid on his theory.  Well, they are truth-preserving according to his theory, but they 

are not canons of good reasoning according to his theory. See Field (2006c) for discussion.  
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there are some sentences such that they and their negations are ascending true and there 

are some sentences such that they and their negations are not descending true. 

 One rather tricky issue is the relation between ascending truth and descending truth 

(if any). Consider the relation between a sentence p, ‘p is ascending true’ and ‘p is 

descending true’. p follows from ‘p is descending true’ but not vice versa; hence, ‘p is 

descending true’ is stronger than p. On the other hand, ‘p is ascending true’ follows from 

p, but not vice versa; hence p is stronger than ‘p is ascending true’. Given these claims, ‘it 

is not the case that p is descending true’ is weaker than  ┌ ~p ┐  and ‘it is not the case that p 

is ascending true’ is stronger than  ┌ ~p ┐ . So, what is the relation between ‘p is ascending 

true’ and ‘it is not the case that  ┌ ~p ┐  is descending true’? Further, what is the relation 

between ‘p is descending true’ and ‘it is not the case that ┌~p┐ is ascending true’? I stipu-

late that, in both cases, they are equivalent.   17    That is, A(〈ϕ〉) ↔ ~D(〈~ϕ〉) and D(〈ϕ〉) ↔ 

~A(〈~ϕ〉). Thus, ascending truth and descending truth are  dual  predicates.   18    They have 

the same relation that obtains between possibility and necessity, between permission and 

obligation, between consistency and provability, etc. We will see below how this assump-

tion plays out in formal treatments of ascending and descending truth. 

 Above, I chose to have tautologies be descending true over having descending truth 

be closed under  modus ponens . So we know that tautologies are descending true. Like-

wise, by duality, contradictions are not ascending true. 

 It is pretty straightforward to add principles for negation to each concept. We can say 

that descending truth obeys (~-Exc) and ascending truth obeys (~-Imb), but not vice 

versa. Given what has been said already, we know that ascending truth does not obey 

(∧-Imb) and that descending truth does not obey (∨-Exc). However, we can have both 

descending truth and ascending truth obey (∧-Exc) and (∨-Imb). 

 Since we do not want to block the resources for generating self-reference in any way, 

it makes sense to require that the theories that ensure the kinds of expressive resources 

needed to construct potentially paradoxical sentences are descending true. That is, the 

axioms of a theory of syntax are descending true. Also, since the most important way to 

achieve self-reference in mathematical theories is via arithmetization (i.e., Gödel num-

bering), we need at least the axioms of PA to be descending true. 

 Finally, given the choice made above in light of Montague’s theorem, we want all the 

axioms of the theory of ascending and descending truth to be descending true.  

     6.3  Safety   

 We have already said that descending truth obeys the principle ‘D(〈ϕ〉) → ϕ’ and 

ascending truth obeys the principle ‘ϕ → A(〈ϕ〉)’. However, neither can obey the 

    17   There are alternative ways of defi ning descending truth and ascending truth, but I do not consider 

them in this work.  

    18   Many thanks to Dana Scott who impressed upon me the importance of duality in the theory of 

ascending and descending truth.  
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inverse  principle on pain of contradiction. However, the potential problems raised by 

the inverse principles arise only for a few sentences like (α) and (δ). It does no harm 

(and a lot of good) to let descending truth obey a restricted version of (T-In) and let 

ascending truth obey a restricted version of (T-Out). We can formulate them in the fol-

lowing way:

  (M3) S(〈ϕ〉) ∧ ϕ → D(〈ϕ〉) 
 (M4) A(〈ϕ〉) ∧ S(〈ϕ〉) → ϕ   

 where ‘S(x)’ is a predicate that stands for ‘safety’. Intuitively, a safe sentence is one for 

which both directions of the principles for ascending truth and for descending truth 

hold. Unsafe sentences are those for which they do not. 

 Using the defi ning principles for safety and for ascending truth and descending truth 

we can derive the following principle of safety:

  (M2) S(〈ϕ〉) ↔ D(〈ϕ〉) ∨ ~A(〈ϕ〉)   

 That is, a safe sentence is either descending true or not ascending true. Conversely, an 

unsafe sentence is both ascending true and not descending true. A consequence of this 

result is a clearer picture of the relation between descending truth and ascending truth. 

We know that any sentence that is descending true is ascending true. From this it also 

follows that any sentence that is not ascending true is not descending true. Moreover, 

some sentences are ascending true and not descending true and no sentence is both 

descending true and not ascending true. 

 Given the guiding analogy between the concept of truth and the concept of mass, and 

the fact that I want to be able to explain when one can use ‘true’ without running into 

problems, it makes sense to have several additional constraints on safety. It is acceptable 

to use ‘mass’ iff  one is dealing with a situation in which the diff erence between relativis-

tic mass and proper mass is negligible. Likewise, it is acceptable to use ‘true’ iff  one is 

dealing with a situation in which the diff erence between ascending truth and descend-

ing truth is negligible. These are exactly the situations in which one is dealing with safe 

sentences. Thus, one should expect that if we restrict our attention to them, then ascend-

ing truth and descending truth obey all the principles we take truth to obey (i.e., all the 

aletheic principles from section 6.1).  

     6.4  A formal theory: ADT   

 Given what has been said above, we can summarize the principles that any theory 

of ascending truth and descending truth should include. I do not require such 

a  theory to be axiomatizable, so the following is not meant to be  the  theory of 

ascending truth and descending truth; rather any theory of ascending truth and 

descending truth should have the following as a subtheory. I call the following the-

ory ADT:
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  D1 D(〈ϕ〉) → ϕ 

 D2 D(〈~ϕ〉) → ~D(〈ϕ〉) 
 D3 D(〈ϕ∧ψ〉) → D(〈ϕ〉) ∧ D(〈ψ〉) 
 D4 D(〈ϕ〉) ∨ D(〈ψ〉) → D(〈ϕ∨ψ〉) 
 D5 D(〈ϕ〉) if ϕ is a logical truth (i.e., a tautology of fi rst-order predicate 

calculus) 

 D6 D(〈ϕ〉) if ϕ is a theorem of PA 

 D7 D(〈ϕ〉) if ϕ is an axiom of ADT (i.e., if ϕ is an instance of D1–D6, A1–A6, 

M1–M4, or E1–E3) 

 A1 ϕ → A(〈ϕ〉) 
 A2 ~A(〈ϕ〉) → A(〈~ϕ〉) 
 A3 A(〈ϕ〉) ∨ A(〈ψ〉) → A(〈ϕ∨ψ〉) 
 A4 A(〈ϕ∧ψ〉) → A(〈ϕ〉) ∧ A(〈ψ〉) 
 A5 ~A(〈ϕ〉) if ϕ is a logical falsity (i.e., a contradiction of fi rst-order predicate 

calculus) 

 A6 ~A(〈ϕ〉) if ϕ is the negation of an axiom of PA   19    

 M1 D(〈ϕ〉) ↔ ~A(〈~ϕ〉) 
 M2 S(〈ϕ〉) ↔ (D(〈ϕ〉) ∨ ~A(〈ϕ〉)) 
 M3 ϕ ∧ S(〈ϕ〉) → D(〈ϕ〉) 
 M4 A(〈ϕ〉) ∧ S(〈ϕ〉) → ϕ 

 E1 If s = t and q results from replacing some occurrences of s with t in p, then 

D(p) ↔ D(q). 

 E2 If s = t and q results from replacing some occurrences of s with t in p, then 

A(p) ↔ A(q). 

 E3 If s = t and q results from replacing some occurrences of s with t in p, then 

S(p) ↔ S(q).   

 There are obvious redundancies in this list of axioms but I prefer this formulation of 

ADT over a more elegant axiomatization because once one gives up the idea that 

descending truth and ascending truth are preserved under derivability, there emerges a 

signifi cant diff erence between axioms of a theory and its theorems. I want all the axi-

oms of ADT to be descending true, but we know that not all the theorems of ADT will 

be descending true. I have set up ADT so that all the axioms in the above list turn out to 

be descending true. Actually, it is even stronger: they are all descending true, that they 

are descending true is descending true, that that they are descending true is descending 

true is descending true, and so on. Therefore, there is a good reason for leaving the 

redundancies in the list of axioms for ADT.   20     

    19   Axioms D5, D6, A5, and A6 hold for sentences that contain ‘ascending true’ and ‘descending true’.  

    20   My appreciation goes to Stewart Shapiro for numerous conversations about how best to formulate 

ADT.  
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     6.5  Other replacements   

 Now that the reader has an initial grasp of ADT, I want to compare it to other teams of 

replacement concepts that have been proposed. Tarski off ered us a consistent concept 

of truth that can be defi ned only for certain artifi cial languages and does not apply to 

sentences that contain truth predicates. Although some have tried to use Tarskian truth 

predicates as theories of natural-language truth predicates, Kripke demolished this pro-

gram in the mid-1970s with a series of objections that convinced an entire generation 

to seek alternative approaches to the aletheic paradoxes.   21    

 Vann McGee thinks that our “conception” of truth is inconsistent and he suggests a 

pair of replacement concepts.   22    He off ers a vague truth predicate and uses a supervalu-

ation-based theory of vagueness to arrive at a theory of truth. His truth predicate violates 

both (T-In) and (T-Out), but it does obey these principles in categorical reasoning (i.e., 

outside of hypothetical contexts like conditional proof,  reductio , and the like). Like many 

who work on vagueness, McGee introduces a defi niteness operator to distinguish 

unproblematic from problematic cases of application. Accordingly, McGee distinguishes 

between truth and defi nite truth. On McGee’s theory, (T-In) and (T-Out) preserve defi -

nite truth, not truth. That is, the following principles hold: 

     (i)  If p is defi nitely true, then ‘p is true’ is defi nitely true.  

   (ii)  If p is defi nitely not true, then ‘p is true’ is defi nitely not true.  

   (iii)  If p is unsettled, then ‘p is true’ is unsettled.    

 For his theory of defi nite truth, McGee uses the Strong Kleene version of Kripke’s fi xed-

point theory. By appealing to the notion of a partially interpreted language, McGee 

proves that both his supervaluation semantic theory for truth and his fi xed-point seman-

tic theory for defi nite truth apply to the language in which they are formulated. One of 

the keys to this result is that the formal language in which his theories are formulated 

does not contain sentences that pose revenge paradoxes. That is, the sentence: 

   (1)  (1) is false or unsettled.   

 is unsettled, and so not defi nitely true, but it is not  defi nitely  unsettled, thus no paradox 

results from it.   23    Furthermore, because (1) is not a consequence of either theory, neither 

theory implies that it is not true. 

 In addition, McGee proves that both the theory of truth and the theory of defi nite 

truth are expressible in the formal language in which they are formulated. He achieves 

this result by setting up his theories so that ‘if p is defi nitely true, then p is true’ is not 

defi nitely true. This is a counterintuitive result, but he needs it to ensure that (1) does 

not pose a revenge paradox. He also has to deny that the vague concept of truth he 

    21    Kripke ( 1975  ); see discussion in  Chapter  3  .  

    22    McGee ( 1991  : vii).  

    23    McGee ( 1991  : Ch. 9).  
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presents can be made more precise because attempts at precisifi cation result in revenge 

paradoxes.   24    

 There are two major reasons to prefer my replacements to McGee’s. First, ascending 

truth and descending truth, together, can perform truth’s expressive role. That is, they 

can serve as devices of endorsement and rejection. McGee’s vague notion of truth does 

not obey (T-In) or (T-Out), which renders it incapable of being used for this purpose. 

Field, especially, has made this point abundantly clear.   25    Second, ADT does not give rise 

to any revenge paradoxes, and the languages to which it applies have no expressive 

restrictions whatsoever. McGee’s theory of truth and defi nite truth avoid revenge para-

doxes only because the languages to which they apply lack certain expressive resources, 

like an intuitive defi niteness operator (i.e., one for which ‘if p is defi nitely true, then p is 

true’ holds). Moreover, his theory of defi nite truth entails that some axioms of his theory 

of defi nite truth are not defi nitely true. However, all the axioms of ADT are descending 

true (and so ascending true). Given the signifi cance of truth’s expressive role and revenge 

paradoxes in debates about the aletheic paradoxes, one should prefer ascending truth 

and descending truth to McGee’s replacements. 

 Consider another potential team of replacements, based on one of Solomon  Feferman’s 

axiomatic theories of truth, DT.  This theory has a truth predicate and falsity predicate, 

where both are primitive. Instead, I introduce two truth predicates. In my framework, 

one can, of course, defi ne an ascending falsity predicate and a descending falsity predicate 

in the usual way, but I do not see any benefi t from this. However, one might compare 

Feferman’s truth predicate to ‘descending true’, his falsity predicate to ‘not ascending 

true’, and his determinateness predicate to ‘safe’. Then my defi nition of safety is analo-

gous to his defi nition of determinateness. Also, Feferman’s falsity predicate is related to 

his truth predicate in the same way that ‘not ascending true’ is related to ‘descending 

true’. That is, for Feferman, p is false iff   ┌ ~p ┐  is true. One point of diff erence is that Fefer-

man’s theory does not take all logical truths to be true (e.g., the disjunction of the liar and 

its negation is not true on his theory), but for me, all logical truths are descending true. A 

major diff erence between the two theories is that, for Feferman’s theory, determinateness 

is closed under logical operations, whereas safety is not. A related point is that all the axi-

oms of the theory of ascending and descending truth are descending true, whereas not all 

the axioms of Feferman’s DT are determinate. From my perspective, that is a deal-breaker 

since it is an instance of a revenge paradox (self-refutation). Moreover, Feferman takes his 

determinacy predicate to be inspired by the idea that each predicate meaningfully applies 

only to a particular range of entities—applications of the predicate outside that range are 

category mistakes. I think that, in the case of truth, the existence of contingent paradoxi-

cal sentences casts doubt on this idea. For sure, my notion of safety carries no such con-

notation. Finally, from my perspective, he overemphasizes compositionality for his 

determinateness predicate and does not appreciate the importance of having logic and 

    24   See  Yablo ( 1989  ),  Simmons ( 1993  ),  Priest ( 1994a  ),  Tappenden ( 1994  ), and  Mills ( 1995  ) for discussion 

of this aspect of McGee’s theory.  

    25   Field (2008a: Ch. 17).  
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his own axioms turn out defi nitely true. I do not put much weight on compositionality 

for either ascending truth or descending truth because I can appeal to hybrid principles 

(e.g., ‘D(〈ϕ〉) ∧ D(〈ψ〉) → A(〈ϕ∧ψ〉)’ as a replacement principle for ‘T(〈ϕ〉) ∧ T(〈ψ〉) → 

T(〈ϕ∧ψ〉)’), which have occurrences of ‘ascending true’ and ‘descending true’.  

     6.6  Semantics for ADT   

  One question about ADT naturally arises: is this theory consistent or are there new para-

doxes hiding in here? Given Gödel’s second incompleteness theorem, all we can hope for 

is a proof of relative consistency (i.e., if some uncontroversial theory is consistent, then 

ADT is consistent), but given the extreme diffi  culty with saying anything at all consistent 

about the liar paradox, a relative consistency proof seems in order, which is given in the 

appendix to this chapter and is based on the semantics presented in this section.   26    

 Because of M1, D(x) and A(x) are  dual  predicates. For this reason, it makes sense to 

model their behavior using modal logic. This insight is the basis for the semantics given 

in this section. 

 Throughout this discussion it is essential to keep in mind the distinction between the 

theory ADT and its semantics. The theory is the set of theorems, where a theorem is 

either an axiom or a sentence that is deducible from the axioms by some combination of 

rules and classical logic. The list above contains the axioms. The semantics is a mathe-

matical structure that we can use to prove certain things about the theory. In every case, 

the semantics uses a structure that is defi nable in set theory.   A crucial part of the seman-

tics is the defi nition of a valid sentence. Once we have the defi nition of a theorem (for 

the theory) and a defi nition of a validity (for the semantics), we can prove results about 

how they relate. For example, one might want to prove that the theory is sound with 

respect to the semantics, which requires showing that every theorem of the theory is a 

validity of the semantics. Or, more generally, if a formula ϕ is provable from a set of for-

mulas Γ, then the argument from Γ to ϕ is valid. Once one has a soundness result, one 

can be sure that anything that is provable from the axioms will be valid in the semantics. 

In particular, one has a relative consistency proof for the theory in question.  

     6.6.1  Normal modal logic and relational semantics   

 A  normal  modal logic has the following form. Let L be a classical sentential language 

with the usual connectives and a 1–place operator ‘□’ on sentences (i.e., if ϕ is a sen-

tence then □ ϕ is a sentence). All normal modal logics have axioms and rules. The 

 axioms include the K axiom, which is:

  (K) □ (ϕ → ψ) → ( □ ϕ →□ ψ)   

 Many normal modal logics include other axioms as well. All normal modal logics 

include the Necessitation rule:

    26   My appreciation goes again to Dana Scott for his help in formulating and defending ADT.  
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  (Nec) If ⊢ ϕ, then ⊢ □ ϕ   

 In a normal modal logic, we can defi ne the ‘◇’ operator in terms of the ‘□’operator in 

the following way: 

  (Duality) ◇ ϕ ↔ ~ □ ~ ϕ   27      

 Every normal modal logic has Duality as a theorem. Notice that Duality is similar to M1 

of ADT and this similarity is the inspiration for appealing to modal logic to model ADT. 

 Let us turn to the semantics for normal modal logics. Let W be a set of worlds and let 

R be a relation on W (called the  accessibility relation ). Together, W and R are called a 

  relational frame , F = <W,  R>. I call any semantics based on a frame of this kind a  relational 

semantics . A valuation function, V, assigns to each sentential variable of L a truth value at 

each world in W. Together, F and V are called a  relational model , M = <F,  V> for L. Each 

world in W is classical in that a classical scheme determines the value of each truth-

functionally compound sentence. That gives us the following clauses for defi ning truth 

at a world in a model (i.e., <M, w> ⊨ ϕ):

  (ϕ) <M, w> ⊨ ϕ iff  w∈V(ϕ) for ϕ atomic 

 (~) <M, w> ⊨ ~ϕ iff  it is not the case that <M, w> ⊨ ϕ 

 (∧) <M, w> ⊨ ϕ∧ψ iff  <M, w> ⊨ ϕ and <M, w> ⊨ ψ 

 (∨) <M, w> ⊨ ϕ∨ψ iff  <M, w> ⊨ ϕ or <M, w> ⊨ ψ 

 (→) <M, w> ⊨ ϕ → ψ iff  if <M, w> ⊨ ϕ, then <M, w> ⊨ ψ 

 (↔) <M, w> ⊨ ϕ ↔ ψ iff  <M, w> ⊨ ϕ iff  <M, w> ⊨ ψ   

 The clause for sentences of the form □ ϕ is: 

  ( □ ) <M, w> ⊨ □ ϕ iff  ∀u∈W if Rwu, then <M, u> ⊨ ϕ   

 (i.e., □ ϕ is true at w iff  ϕ is true at all worlds accessible from w). These clauses constitute 

an inductive defi nition of truth at a world (i.e., <M, w> ⊨ ϕ) whatever the complexity 

of ϕ. A sentence ϕ is  valid in a model  M (i.e., M ⊨ ϕ) iff  ∀w∈W <M, w> ⊨ ϕ. A sen-

tence ϕ is  valid on a frame  F (i.e., F ⊨ ϕ) iff  for all M based on F, ∀w∈W, <M, w> ⊨ ϕ. 

 If our language contains a second modal operator, ◇, then we include a separate 

clause, which would read:

  (◇) <M, w> ⊨ ◇ϕ iff  ∃u∈W s.t. Rwu and <M, u> ⊨ ϕ   

 Notice that given these clauses for □ and ◇, Duality is valid in any relational 

semantics. 

 By imposing constraints on the accessibility relation in a relational semantics, one can 

control which sentences are valid on the resulting frame. For example, a  refl exive  frame is 

any frame where the accessibility relation is refl exive (i.e., ∀w, Rww). Any sentence of 

    27   This principle fails in intuitionistic logic, but I assume classical logic in what follows.  
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the form □ϕ → ϕ is valid on the class of refl exive frames. Any model that is to serve as a 

semantics for a theory that includes □ϕ → ϕ will be based on a refl exive frame.   28     

     6.6.2  Problems with using relational semantics for ADT   

 There are several problems with using normal modal logic and its semantics for ADT. 

     Problem #1 : every normal modal logic includes the K axiom and every relational 

semantics validates the K axiom. However, Richard Montague proved that the pred-

icate version of the K axiom (i.e., ∀ϕ∀ψ(□(〈ϕ → ψ〉)→(□(〈ϕ〉) → □(〈ψ〉)) is 
inconsistent with the combination of D1, D5, D6, and D7. Thus, no semantics that 

validates the K axiom can serve as a semantics for ADT.   29     

   Problem #2 : every normal modal logic includes the Necessitation rule and every 

relational semantics validates the Necessitation rule. However, Montague proved 

that the predicate version of the Necessitation rule (i.e., if ϕ is a theorem, then 

□(〈ϕ〉) is a theorem) is inconsistent with the combination of D1 and D6. Thus, no 

semantics that validates the Necessitation rule can serve as a semantics for ADT.   30     

   Problem #3 : normal modal logic is a  sentential  modal logic (i.e., it deals with whole sentences 

and operators on whole sentences), but ADT is a theory of predicates, so I need a  fi rst-order  

modal logic that deals with parts of sentences, like predicates. First-order  normal  modal logic 

is well understood. We expand our language to include individual constants, individual vari-

ables, n-place predicates, and quantifi ers. We expand our semantics with a domain, and treat 

individual constants, variables, n-place predicates, and quantifi ers in the usual way. The 

major issue here is how to set up the domain of quantifi cation—should every world have 

the same domain or should the domain diff er from world to world? The former is called 

 constant-domain semantics  and the latter is called  variable-domain semantics . However, given 

problems 1 and 2, even fi rst-order normal modal logic is inadequate for ADT.  

   Problem #4 : normal modal logics and relational semantics are designed for  operators  (an 

operator takes a sentence as input and has a sentence as output), but according to ADT, 

ascending truth and descending truth are  predicates  (a predicate takes a singular term as 

input and has a sentence as output). One major diff erence between operators (e.g., ‘it 

is true that’) and predicates (e.g., ‘is true’) is their expressive power. For example, one 

cannot use an operator to construct a self-referential sentence, but it is possible with a 

predicate; in addition, operators apply only to sentences of the same language, whereas 

predicates can apply to anything that can be referred to in the same language. Finally, 

quantifi cation into a predicate is well-understood and uncontroversial, while quanti-

fi cation into an operator is contentious and complicated.     

 I deal with these problems in this order.  

    28   See  Chellas ( 1980  ),  Fitting and Mendelsohn ( 1998  ),  Portner ( 2009  ), and Garson (2009) for background 

on modal logic.  

    29    Montague ( 1963  ).  

    30    Montague ( 1963  ).  
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     6.6.3  Classical modal logic and neighborhood semantics   

 Problem #1 and problem #2 can be remedied by using a more general semantics for 

modal logics—neighborhood semantics. Again, let L be a sentential language with the 

usual connectives and operators. Let W be a set of worlds, but let N be a function from 

W to the set of sets of subsets of W (N is called the  neighborhood function ); so N assigns a 

set of subsets of W to each world in W. Together, W and N are called a  neighborhood 

frame , F = <W,  N>. I call any semantics based on a frame of this kind a  neighborhood 

semantics . Just as in relational semantics, a valuation function, V, assigns to each sentential 

variable of L a truth value at each world in W. Together, F and V are called a  neighbor-

hood model , M = <F,  V> for L. Each world in W is classical in the sense that a classical 

scheme determines the value of truth-functionally compound sentences. Thus, we can 

keep all the previous clauses for defi ning truth at a world in a model except the (□) 

clause, which becomes:

  (□) <M, w> ⊨ □ϕ iff  ∃X∈N(w) s.t. ∀u∈W (<M, u> ⊨ ϕ ↔ u∈X)   

 (i.e., □ϕ is true at w iff  a neighborhood of w contains all the worlds at which ϕ is true). 

One can think of the neighborhoods assigned to a world, w, as a list of the sets of worlds 

that are assigned to sentences that are necessary at w. That is, if we think of the set of 

worlds in which a sentence ϕ is true as the proposition expressed by ϕ (symbolized as 

P(ϕ)), then we can rephrase the (□) clause as:

  (□) <M, w> ⊨ □ϕ iff  P(ϕ)∈N(w)   

 In neighborhood semantics, the clause for ◇ becomes:

  (◇) <M, w> ⊨ ◇ϕ iff  ~(∃X∈N(w) s.t. ∀u∈W (<M, u> ⊨ ~ϕ ↔ u∈X))   

 or:

  (◇) <M, w> ⊨ ◇ϕ iff  P(~ϕ)∉N(w)   

 Validity is defi ned just as it was in relational semantics. 

 It is relatively easy to show that there are neighborhood frames on which the K 

axiom is invalid. For example, let M 
k
  be the neighborhood model with W 

k
  = {w, x, y, 

z}, N 
k
 (w) = {{w, x}, {w, y, z}}, N 

k
 (x) = {{x}}, N 

k
 (y) = {{y}}, N 

k
 (z) = {{z}}, V 

k
 (P) = 

{w, x}, and  V 
k
 (Q) = {w, y}. Then we have: <M 

k
 , w> ⊨ □P, <M 

k
 , w> ⊨ □(P → Q), 

but <M 
k
 , w> ⊭ □Q. So the K axiom is invalid in M 

k
 . This solves problem #1. One 

can impose conditions on the neighborhood function to ensure that the K axiom is 

valid, but since we want it to be invalid, we will not consider these. 

 Likewise, it is relatively easy to show that there are neighborhood frames on which 

the Necessitation rule is invalid. For example, let M 
n
  be the neighborhood model with 

W 
n
  = {w, x}, N 

n
 (w) = {{w}}, N 

n
 (x) = {{x}}, V 

n
 (P) = {w, x}. Then we have: M 

n
 ⊨P but 

M 
n
 ⊭□P. So the Necessitation rule is invalid in M 

n
 . This solves problem #2. One can 
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impose conditions on the neighborhood function to ensure that the Necessitation rule 

is valid, but since we want it to be invalid, we will not consider these. 

 Even though it is not the case that the K axiom is valid in any neighborhood frame, 

and it is not the case that the Necessitation rule is valid in any neighborhood frame, 

there are axioms and rules that are valid in any neighborhood frame. Duality is an axiom 

that is valid on any neighborhood frame, and the following rule is valid on any neigh-

borhood frame as well:

  (E) If ⊢ ϕ ↔ ψ, then ⊢ □ϕ ↔ □ψ   

 Call any modal logic that includes the Duality axiom and rule E a  classical  modal logic. 

Notice that rule E is similar to the Necessitation rule, but it is weaker. So, the move 

from normal modal logics and their relational semantics to classical modal logics and 

their neighborhood semantics solves problem #1 and problem #2. That is, this move 

avoids the K axiom and the Necessitation rule, both of which would render ADT 

inconsistent.  

     6.6.4  Yet another problem   

 Although the move from normal modal logic to classical modal logic solves problem #1 

and problem #2, it presents us with a new problem that is similar to problem #2:

   Problem #5 : We want to replace our operator, □, with a predicate for descending 

truth, D(x). To do that, we need to move from a sentential language to a fi rst-order 

language. We know that when we make the move to fi rst-order logic and predicates, 

Gödel’s Diagonalization Lemma guarantees that if our language can express Peano 

Arithmetic or its own theory of syntax (these are pretty minimal expressive con-

straints), then it will have a sentence d s.t. ~D(d) is provably equivalent to d. We 

know that ⊢ 
ADT

  ~D(d) [assume D(d); if D(d), then d; if d, then ~D(d); so if D(d), then 

~D(d); thus, ~D(d)]. We also know that ⊢ 
ADT

  0 = 0. So we have ⊢ 
ADT

  ~D(d) ↔ 0 = 

0. By rule (E) we would get ⊢ 
ADT

  D(d) ↔ D(‘0 = 0’). We already have ⊢ 
ADT

  D(‘0 = 

0’); so we would have ⊢ 
ADT

  D(d). ⊥. Therefore, ADT cannot include rule E.   31    This 

argument shows that rule E is incompatible with D1 and D5; similar arguments 

show that rule E is also incompatible with D1 and D6, and that it is incompatible 

with D1 and D7. These results show that no semantics that validates rule E will 

work for ADT.    

     6.6.5  Xeno semantics   

 At this point, we have left the well-traveled paths of modal logic and are off  on our own. 

What we need is something more general than neighborhood semantics; as far as I know, 

there is no such thing. So we will have to break new ground to solve problem #5. 

    31   Dana Scott fi rst noticed this problem.  
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 In relational semantics, the extension of  ‘□’ at each world is determined by a 

binary accessibility relation on the set of worlds; we can think of this as a function 

that assigns each world a set of worlds (i.e., those accessible from it). Moreover, each 

sentence is assigned a proposition, which is a set of worlds (i.e., those in which it is 

true). In neighborhood semantics, the extension of ‘□’ at each world is determined 

by a function that assigns each world a set of sets of worlds; as in relational semantics 

each sentence is assigned a proposition, which is a set of worlds. In the new seman-

tics, which I call  xeno   semantics , the extension of ‘□’ at each world is determined by 

both an accessibility relation  and  a neighborhood function.   32    As before, each sen-

tence is assigned a set of worlds as its proposition. However, although the neighbor-

hood function is unchanged, the key to xeno semantics is that the accessibility 

relation is relative to each type of sentence in the language. Indeed, we can think of 

xeno semantics as involving as many binary accessibility relations as there are syntac-

tic types of sentences. 

 In  relational  semantics ‘□ϕ’ is true at a world w iff  ϕ is true at all worlds accessible from 

w. In  neighborhood  semantics, ‘□ϕ’ is true at a world w iff  the set of worlds in which ϕ is 

true is a neighborhood of w. In  xeno  semantics, ‘□ϕ’ is true at a world w iff  the set of 

worlds in which ϕ is true is a neighborhood of all worlds accessible ϕ  from w, where 

‘accessible ϕ ’ is the accessibility relation assigned to ϕ’s syntactic type. So one can think of 

xeno semantics as a blend of relational semantics and neighborhood semantics with a 

relativization to syntactic types. In xeno semantics, each sentence is assigned a p roposition 

(a set of worlds) and a relation on the set of worlds. We can think of this as a sentence 

granting accessibility from one world to others, or we can say that the accessibility 

 relation is relative to each sentence. Moreover, the accessibility relation alone does not 

determine the extension of □ at each world; rather, together the accessibility relation 

and the neighborhood relation determine the extension of □  for that particular sentence  at 

each world. Alternatively, we can think of a proposition as a pair of a subset of W and a 

relation on W. But neighborhoods of a world are still just subsets of W. □’s extension at 

a world is then an operation on propositions, and it is determined by the whole neigh-

borhood function, not just the neighborhoods of that world.  Figure  6   illuminates the 

three kinds of semantics.   

 We need to defi ne the syntactic type of a sentence. Let the formation rules of L be the 

usual ones (since it has the usual connectives and a single operator). Let any two sen-

tences that have the same syntactic decomposition into components according to the 

formation rules be of the same syntactic type. So, syntactic types are equivalence classes 

of sentences. For example, if ϕ and ψ are distinct sentential variables then ϕ∧ψ → ψ and 

ϕ∧ψ → ϕ have the same syntactic type whereas ϕ → ψ diff ers. 

 Now that we have the basic idea for xeno semantics, I am going to provide a particu-

lar xeno semantics for ADT. This will be accomplished in stages. First, I provide a xeno 

    32   Xeno semantics is named after our dog; thanks to Alison Duncan Kerr for the suggestion.  



the prescriptive theory 163

semantics for a classical sentential language with descending truth operator □, an 

ascending truth operator ◇, and a safety operator Σ; then we switch from a sentential 

language to a fi rst-order language; fi nally, we consider a xeno semantics for a fi rst-order 

language with a descending truth  predicate , an ascending truth  predicate , and a safety 

 predicate . 

 Let L be a sentential language with the usual connectives and three sentential 

 operators: □, ◇, and Σ. Let L be the set of well-formed formulas of L. Let a  xeno frame  F 

= <W, R, N> where W is a set of worlds, R is a denumerable set of binary relations on 

W, and N is a neighborhood function from W to 2 2  W . 

 Let a  xeno model  M = <F, R, V> where F is a xeno frame, R is a function from L to R, 

and V is a function from the sentential variables of L to 2 W . R assigns an accessibility 

relation to each sentence of L, and V assigns a set of worlds to each sentential variable 

(R ϕ  is the accessibility relation R assigns to ϕ). 
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    Figure 6  Three Kinds of Possible-Worlds Semantics     
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 We can give an inductive defi nition of truth at a world (i.e., <M, w> ⊨ ϕ) in the 

 following way:

  (ϕ) <M, w> ⊨ ϕ iff  w∈V(ϕ) (for ϕ atomic) 

 (~) <M, w> ⊨ ~ϕ iff  it is not the case that <M, w> ⊨ ϕ 

 (∧) <M, w> ⊨ ϕ∧ψ iff  <M, w> ⊨ ϕ and <M, w> ⊨ ψ 

 (∨) <M, w> ⊨ ϕ∨ψ iff  <M, w> ⊨ ϕ or <M, w> ⊨ ψ 

 (→) <M, w> ⊨ ϕ → ψ iff  if <M, w> ⊨ ϕ, then <M, w> ⊨ ψ 

 (↔) <M, w> ⊨ ϕ ↔ ψ iff  <M, w> ⊨ ϕ iff  <M, w> ⊨ ψ 

 (□)  <M, w> ⊨ □ϕ iff  ∀u∈W R ϕ wu → ∃X∈N(u), ∀v∈W(<M, v> ⊨ ϕ ↔ 

v∈X)   

 or:

  (□) <M, w> ⊨ □ϕ iff  ∀u∈W R ϕ wu → P(ϕ)∈N(u)   

 where P(ϕ) is the set of worlds in which ϕ is true. 

 We can introduce a defi nition for the dual operator ◇ in the following way:

  (◇) <M, w> ⊨ ◇ϕ iff  ~(∀u∈W R 
~ϕ wu → P(~ϕ)∈N(u))   

 or:

  (◇) <M, w> ⊨ ◇ϕ iff  ∃u∈W R 
~ϕ wu ∧ P(~ϕ)∉N(u)   

 It should be obvious from these defi nitions that □ and ◇ are dual operators in any xeno 

model. Finally, the clause for the safety operator Σ is:

  (Σ)  <M, w> ⊨ Σϕ iff  ∀u∈W (R ϕ wu → P(ϕ)∈N(u)) ∨ ∃u∈W (R 
~ϕ wu ∧ 

P(~ϕ)∉N(u))   

 As I mentioned above, we eventually defi ne Σ in terms of □ and ◇, and one advantage 

of working with a modal logic where duality is presupposed is that we can even defi ne 

□ or ◇ in terms of the other with the help of negation. 

 As with all our semantics, the most important part is to defi ne a notion of validity—in 

this case the obvious choice is to say that a sentence is  valid in a xeno model  iff  it is true in 

all worlds of that model, and a sentence is  valid in a xeno frame  iff  it is valid in all xeno 

models based on that frame. We could alter these defi nitions so that there is a proper 

subset of W on which validity is defi ned (the so-called “normal worlds”)—we end up 

employing this option in the appendix. 

 Notice that if we stipulate that all the accessibility relations of a xeno frame are refl ex-

ive (i.e., ∀ϕ ∀w∈W R ϕ ww) and co-refl exive (i.e., ∀ϕ ∀w∈W ∀u∈W (R ϕ wu → w = 

u)), then our xeno frame is equivalent to a neighborhood frame. Thus, xeno semantics is 

a natural generalization of neighborhood semantics. As we will see, not every xeno 

frame has an equivalent neighborhood frame. 
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 For our purposes, we will need to introduce more structure on xeno frames and xeno 

models for them to serve as a semantics for ADT. Note fi rst that rule E does not hold in 

all xeno models. For example, let S and T be logically equivalent sentences of L with 

distinct syntactic types, and let M be the following xeno model:

  W = {a, b} 

 N(a) = {{a, b}} 

 N(b) = {{b}} 

 R 
S
  = {<a, a>, <b, b>} 

 R  
T
  = {<a, a>, <b, b>, <a, b>} 

 P(S) = {a, b} 

 P(T) = {a, b}   

 It is obvious that ∀w∈W <M, w> ⊨ S iff  <M, w> ⊨ T. Thus, S ↔ T is valid in M. 

 Furthermore, ∀u R 
S
 au → P(S)∈N(u). Thus, <M, a> ⊨ □ S. However, ∃u R 

T
 au ∧ 

P(s)∉N(u). Thus, <M, a> ⊨ ~ □ T. Therefore, we have an easy violation of rule E. 

We have to be sure that the additional conditions we impose on our xeno frames and 

models preserve this feature. 

 Call a sentential xeno frame  acceptable  iff  it has the following features:

     (i)  ∀w∈W N(w)≠∅  

   (ii)  ∀w∈W ∀X∈N(w) X≠∅  

   (iii)  ∀w∈W ∀X∈N(w) w∈X  

   (iv)  ∀ϕ∈L ∀w∈W R ϕ ww (i.e., R ϕ  is refl exive)  

   (v)  if ϕ and ψ have the same syntactic type then R ϕ  = R ψ     

 Acceptable xeno frames have some nice features from our perspective. For example we 

can show that □ ϕ → ϕ is valid on any xeno model based on an acceptable xeno frame. 

Assume that M is such a model. Assume <M, w> ⊨ □ ϕ. Thus, ∀u∈W R ϕ wu → 

P(ϕ)∈N(u). By condition (iv) R ϕ ww; hence P(ϕ)∈N(w). By condition (iii) ∀X∈N(w) 

w∈X; hence, w∈P(ϕ). Therefore, <M, w> ⊨ ϕ. 

 Another nice feature is that □~ϕ → ~□ ϕ is valid on any xeno model based on an 

acceptable xeno frame. Assume <M, w> ⊨ □~ϕ. Thus, ∀u∈W R ϕ wu → P(~ϕ)∈N(u). 

By  condition (iv), R ϕ ww; hence P(~ϕ)∈N(w). By condition (iii), ∀X∈N(w) w∈X; 

hence, w∈P(~ϕ). Therefore, <M, w> ⊨ ~ϕ. Since all worlds are classical, it follows that 

w∉P(ϕ). By condition (iv), P(ϕ)∉N(w), and by condition (iii), ~(∀u∈W R ϕ wu → 

P(ϕ)∈N(u)). Therefore, <M, w> ⊨ ~□ ϕ. Notice that these two principles are the 

operator equivalents of D1 and D2 in ADT. 

 Acceptable xeno frames cannot do all the work, however. We need to introduce the 

notion of an acceptable xeno model, but that job is made signifi cantly more complex by 

the apparatus of quantifi ers, individual constants, and predicates. So, let us fi rst see how 

xeno semantics works for fi rst-order languages.  
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     6.6.6  First-order modal logic   

 So far I have addressed only problem #1 and problem #2. We saw that they are solved by 

moving from normal modal logic and relational semantics to classical modal logic and 

neighborhood semantics. However, that move brought problem #5. I have solved prob-

lem #5 by moving from classical modal logic and neighborhood semantics to xeno 

semantics (the kind of modal logic validated by bare xeno semantics does not have a 

name—we could use ‘traditional modal logic’ for it). That leaves us with problem #3 

(how to deal with fi rst-order languages) and problem #4 (how to use possible worlds 

semantics for predicates, rather than for operators) to solve still. I deal with problem #3 

in this subsection and problem #4 in the next. 

 The next step is to defi ne a xeno semantics for a fi rst-order language, which will 

involve the whole quantifi er apparatus. Luckily, the move to fi rst-order modal logic is 

largely independent of the issues that forced the move to xeno semantics. It involves a 

change in the language, the theory, and the semantics. 

 Let L be a fi rst-order classical language with two modal operators, □ and ◇. L has a 

countable set of individual variables, a countable set of n-place predicate symbols, two 

quantifi ers, and the usual logical operators. Let L be the set of well-formed formulas of L. 

 As for the theory, let ϕ[y/x] denote a sentence just like ϕ except that free variable x is 

replaced with free variable y at all and only its free occurrences, without y thereby 

becoming bound at any of those occurrences. Add the following axiom and rule to the 

theory:

  (Inst) ∀xϕ(x) → ϕ[y/x] 

 (Gen) if ϕ → ψ is a theorem, then ϕ → ∀xψ is a theorem, where x is not free in ϕ   

 The theory that results deals with quantifi ers in the usual way.   33    

 The additions to the semantics require a decision about how to treat the domain—I 

select a constant-domain framework where each world has the same domain (variable 

domain frameworks are more complex and the additional complexity does not add 

 anything). Add to the xeno frame, D, a non-empty set, called the  domain ; so a  constant-

domain xeno frame  is F = <W, N, R, D>. Instead of a valuation function, V, constant-

domain xeno models will have an interpretation function, I, such that for each n-ary 

predicate symbol F, we have I(F, w)⊆ D n ; so a  constant-domain xeno model  is M = <F, R, 

I>. Let a  substitution  be a function from the set of individual variables to the domain. 

A substitution ν´ is said to be an  x-variant  of ν if ν(y) = ν´(y) for all variables y except 

 possibly x; this will be denoted by ν ≈ 
x
  ν´. Truth in a model is defi ned at a world relative 

to a substitution. 

 Let M = <W, N, R, D, R, I> be any constant-domain xeno model and ν any 

substitution: 

    33   The fi rst-order classical modal logic and neighborhood semantics presented here is adopted from Arló 

Costa and Pacuit (2006).  



the prescriptive theory 167

  (F)  <M, w> ⊨  ν  F(a 
1
 , . . . , a 

n
 ) (where a 

i
  is either an individual constant or an indi-

vidual variable) iff  <f(a 
1
 ), . . . , f(a 

n
 )>∈I(F, w), where if a 

i
  is a variable x 

i
 , then 

f(a 
i
 ) = ν(x 

i
 ), and if a 

i
  is an individual constant c 

i
 , then f(a 

i
 ) = I(c 

i
 ) (for each 

n-place predicate F) 

 (~) <M, w> ⊨  ν ~ϕ iff  it is not the case that <M, w> ⊨  ν ϕ 

 (∧) <M, w> ⊨  ν ϕ∧ψ iff  <M, w> ⊨  ν ϕ and <M, w> ⊨  ν ψ 

 (∨) <M, w> ⊨  ν ϕ∨ψ iff  <M, w> ⊨  ν ϕ or <M, w> ⊨  ν ψ 

 (→) <M, w> ⊨  ν ϕ→ψ iff  if <M, w> ⊨  ν ϕ, then <M, w> ⊨  ν ψ 

 (↔) <M, w> ⊨  ν ϕ↔ψ iff  <M, w> ⊨  ν ϕ iff  <M, w> ⊨  ν ψ 

 (∀) <M, w> ⊨  ν ∀xϕ(x) iff  for each x-variant ν´ <M, w> ⊨  ν´
  ϕ(x) 

 (∃) <M, w> ⊨  ν ∃xϕ(x) iff  there is an x-variant ν´ s.t. <M, w> ⊨  ν´
  ϕ(x)   

 The clause for sentences of the form □ ϕ or ◇ϕ are: 

  (  □ )  <M, w> ⊨ □ ϕ iff  ∀u∈W R ϕ wu → ∃X∈N(u), ∀v∈W(<M, v> ⊨ ϕ ↔ 

v∈X) 

 (◇) <M, w> ⊨ ◇ϕ iff  ∃u∈W R 
~ϕ wu ∧ P(~ϕ)∉N(u)   

 Notice that the clauses for the truth functions and the modal operators do not change 

except that they are relativized to substitutions. In this example, we do not have indi-

vidual constants, but they are easy to add once we understand how quantifi ers work. 

This solves problem #3.  

     6.6.7  Revision sequences and modal logic   

 To summarize the discussion so far: we have seen how fi rst-order classical modal 

logic with neighborhood semantics allows us to solve some of the problems we 

encountered with normal modal logics and relational semantics. However, classical 

modal logics (i.e., those for which one can give a neighborhood semantics) face a 

problem, which is that logically equivalent sentences have the same modal status. No 

logic with this feature can work for ADT since we want all instances of D(〈ϕ〉) → ϕ 

to be descending true, and we want δ (i.e., the sentence such that δ ↔ ~D(〈δ〉) is a 

theorem of syntax or arithmetic) to be not descending true. I have presented a new 

kind of semantics—xeno semantics—and I have shown how to do xeno semantics 

for sentential languages and fi rst-order languages with modal operators. Moreover, I 

have presented some of the formulas that are valid in all acceptable xeno frames. 

 However, the biggest problem with this entire project, problem #4, has yet to be 

addressed. Problem #4 is that in all the modal logics considered so far, ‘□’, ‘◇’, and ‘Σ’ 

are operators. The fact that they are operators allows us to give an inductive (recursive) 

defi nition of truth at a world in a model (i.e., <M, w> ⊨ ϕ) based on the complexity of 

a formula (since □ϕ, ◇ϕ, and Σϕ are more complex formulas than ϕ). However, in 

ADT, the items to be explained are not operators, but predicates. We could try to use the 
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xeno semantics for fi rst-order non-classical modal logic as a semantics for ADT (altering 

the clauses (□), (◇), and (Σ) appropriately), so that ‘□’ is a descending truth predicate 

(i.e., ‘D(x)’), ‘◇’ is an ascending truth predicate (i.e., ‘A(x)’), and ‘Σ’ is a safety predicate 

(i.e., ‘S(x)’). However, we can no longer defi ne truth at a world in a model in the stand-

ard way (since D(〈ϕ〉), A(〈ϕ〉), and S(〈ϕ〉) are atomic). Thus, this strategy does not arrive 

at a semantics at all, much less a semantics for ADT. 

 Some work has been done on using modal logic for predicates instead of operators, 

and one way to do it involves revision sequences. Revision sequences were originally 

designed to handle circular defi nitions, in which the defi niens occurs as part of the  defi n-

iendum . They can be adapted to modal logics for predicates by thinking of the defi nition 

of truth at a world in a model as a circular defi nition by virtue of the modal clauses. For 

example, ‘D(〈ϕ〉)’ can occur in the defi niens for <M, w> ⊨ σ D(〈ϕ〉), which makes the 

overall defi nition circular. We can then use a revision sequence to arrive at particular 

frames and models.   34    

 A revision sequence begins with a particular interpretation of the circularly defi ned 

term in question, and then one generates a sequence of interpretations through a revi-

sion rule, which is based on the circularly defi ned term. In our case, we start with a fi rst-

order language that contains a predicate D(x), which will serve as our descending truth 

predicate (we worry just about D(x) fi rst, and then see if we can defi ne A(x) and S(x) in 

terms of it). The revision sequence begins with a model of the language that is similar to 

the fi rst-order xeno models discussed above, except this model will not satisfy the (D) 

clause. Instead, we use the (D) clause to generate a new model of the language, but it will 

not satisfy the (D) clause either; by repeating this process over and over, we generate a 

sequence of models of the language. The goal is to reach a fi xed point—i.e., a point in 

the sequence where it stops changing. If we can reach such a point, we would then have 

a legitimate defi nition of truth at a world in a xeno model for our descending truth 

 predicate —a model of the language that satisfi es the (D) clause. A construction of this 

type solves problem #4 (providing a possible-worlds semantics for a descending truth 

 predicate  instead of for an  operator ). 

 Note that Gupta and Belnap use revision sequences to formulate a revision the-

ory of truth, but that is not a project I endorse. Instead, I use revision sequences to 

defi ne truth in a xeno model. Xeno models serve as the semantics for the theory of 

ascending and descending truth, which I present as replacements for our concept of 

truth. 

 One might wonder about the intuitive signifi cance of xeno semantics. How should 

we interpret the accessibility relations and the neighborhood function? I take no stand 

on this issue in this work. With respect to this project, they should be thought of as tech-

nical devices that allow us to prove things about ADT.  

    34   Stewart Shapiro suggested this strategy to me; see  Gupta and Belnap ( 1993  ) and  Halbach, Leitgeb, and 

Welch ( 2003  ) who use revision sequences to give possible-worlds semantics for predicates.  
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     6.6.8  Summary of problems and solutions   

  Figure  7   contains a diagram depicting our starting point, normal modal logic and rela-

tional semantics, the problems it faces, and the solutions to these problems. Notice that 

three elements of the overall package (at the bottom) are relatively independent of one 

another.   

 All that is left to do is show that one can defi ne truth-in-a-model for xeno semantics 

by proving that a revision sequence of Xeno models eventually reaches a fi xed point. I 

present this proof in an appendix.   

     6.7  Features of ADT   

  Now that we have a rudimentary theory of ascending truth and descending truth and a 

semantics for it, let us explore some of its features. Remember, I do not claim that ADT 

is  the  theory of ascending and descending truth—it is  rudimentary  in the sense that it is a 

subtheory of any adequate theory of ascending and descending truth, but there is no 

reason to think that it contains all the important principles for ascending and descend-

ing truth. Indeed, I have given no reason to think that ADT captures all the interesting 

truths validated by acceptable xeno models; the theorem in the appendix is eff ectively a 

soundness proof, but I have not given a completeness proof (in fact, I think ADT is 

probably incomplete with respect to the class of acceptable xeno models).  

     6.7.1  Interpreting ADT   

 The guiding principle for interpreting ADT is that ascending truth and descending 

truth should be as close as possible to one another (each one thereby approximating the 

Normal Modal Logic

Problem #1: K Axiom
Classical Modal Logic

Neighborhood Semantics

First-Order Modal Logic

Revision Sequences

Traditional Modal Logic

Xeno Semantics

Problem #2: Necessitation Rule

Problem #3: Sentential Logic

Problem #5: E Rule

Problem #4: Truth at a world

Relational Semantics

    Figure 7  Problems and Solutions for Semantics for ADT     
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inconsistent concept of truth). Since the ascending truth values and descending truth 

values of sentences are diff erent only for unsafe sentences, we can think of the guiding 

principle as saying that we should strive to minimize the set of unsafe sentences when 

interpreting ADT. 

 It is compatible with ADT that for a classical fi rst-order language that contains no 

semantic vocabulary, ascending truth and descending truth coincide on all of its sen-

tences. That is, none of its sentences are unsafe. That result holds regardless of what 

kinds of empirical claims or mathematical claims can be expressed in the language. 

So, in empirical or mathematical discourse, one can reason using either ascending 

truth or descending truth as if it were a truth predicate. If we add some way for the 

language to refer to its own sentences and add an ascending truth predicate, a 

descending truth predicate, and a safety predicate, then the language will contain 

some unsafe sentences. However, every sentence that is grounded (in something like 

Kripke’s sense)   35    is safe. That is, ascending truth attributions and descending truth 

attributions that eventually ground out in sentences of the original language are 

safe. In addition, many ungrounded sentences, like ‘every sentence is either ascend-

ing true or not ascending true’ and ‘no sentence is both descending true and not 

descending true’ are safe.   36    In short, only sentences that contain ‘ascending true’, 

‘descending true’, or ‘safe’ might turn out to be unsafe and, even among those, only 

sentences that would be paradoxical if ‘true’ were substituted in for these terms 

might be unsafe. 

 These results add quite a bit to the understanding of ascending truth and descending 

truth that one acquires by simply perusing the axioms in ADT. For example, if p and q 

are grounded, then every principle on the above list of aletheic principles is valid when 

either ‘A’ or ‘D’ is uniformly substituted for ‘T’. Moreover, if p and q are grounded then 

they have the same ascending and descending truth values.  

     6.7.2  Principles of ascending and descending truth   

 So, which principles do ascending truth and descending truth obey? To begin with, 

ascending truth and descending truth are just normal predicates; ADT is fully compat-

ible with classical logic, so reasoning with them does not require one to give up any of 

the intuitive canons of reasoning. Since they are compatible with classical logic, they are 

compatible with any of the weakenings of classical logic, including intuitionistic logic, 

relevance logic, free logic, paracomplete logic, and paraconsistent logic.   37    

    35   See  Kripke ( 1975  ). I am using ‘grounded’ in the sense of  its ascending truth value and descending truth value 

are completely determined by the ascending truth values and descending truth values of sentences that have no occurrences 

of ‘ascending true’ or ‘descending true’ .  

    36   This is not a trivial result; see the appendix to this chapter.  

    37   However, there are elements of classicality built in to ADT. If one wanted a version of ADT that does 

not collapse, say intuitionistic logic into classical logic, then one would need diff erent axioms; Neil Tennant 

has done some work on this in Tennant (MS3).  
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 Another point bears repeating—ascending truth and descending truth predicates are 

not context-dependent, or ambiguous, or vague, or typed in any way. There is nothing 

remarkable about them as predicates. Moreover, they are fully compatible with theories 

of syntax—there is no reason to think that languages that can refer to and quantify over 

their own terms and sentences would have any problem with ascending and descending 

truth. Indeed, these notions were developed with this point specifi cally in mind. 

 As for the particular principles they obey, aside from the axioms of ADT, there are other 

important principles for ascending and descending truth. Indeed, it would be nice to get 

analogs of each principle in the list of aletheic principles above—each one is a principle of 

either ascending truth or descending truth or both. However, that is not what we fi nd. 

Instead, we do fi nd that some of these principles hold for either ascending truth or of 

descending truth (or both) but, for some of them that have multiple occurrences of the 

truth predicate, the theorem of ADT involves both ascending truth and descending truth. 

For example, two of the aletheic principles are single-premise closure and single-premise 

tracking: 

  (SPC) (ϕ → ψ) → (T(〈ϕ〉) → T(〈ψ〉)) 
 (SPT) (T(〈ϕ〉) → T(〈ψ〉)) → (ϕ → ψ)   

 If we substitute an ascending truth predicate for the truth predicate throughout, then we 

can fi nd easy counterexamples to each of the principles that results; the same goes for 

descending truth. However, if we use both ascending truth and descending truth, then 

we can get analogs: 

  (ϕ → ψ) → (D(〈ϕ〉) → A(〈ψ〉)) 
 (A(〈ϕ〉) → D(〈ψ〉)) → (ϕ → ψ)   

 These relate ascending truth and descending truth to the conditional in an interesting 

way. The upshot is that expanding our conceptual scheme with two concepts allows us 

an unexpected freedom in trying to accommodate the principles previously accepted 

for the inconsistent concept in question. We need not assign each principle to one or the 

other replacement concept; some principles might be  hybrid  in the sense just described. 

With this idea on board, we can formulate a condition of adequacy for a theory of 

replacements for truth: every aletheic principle should be either a principle of one of 

the replacement concepts or it should be hybrid. That way, every aletheic principle gets 

represented in the theory of the replacements. Other hybrid principles include: 

  D(〈ϕ〉) ∧ D(〈ψ〉) → A(〈ϕ∧ψ〉)—a hybrid version of (∧-Imb) 

 D(〈ϕ∨ψ〉) → A(〈ϕ〉) ∨ A(〈ψ〉)—a hybrid version of (∨-Exc)   38      

    38   It might be instructive to survey all the aletheic principles above, but space considerations prevent it.  



172 replacing truth

 Quantifi ers deserve some mention. I have not gone to the trouble in this elementary 

exposition, but I am confi dent that quantifi er principles could be added to ADT. In 

particular: 

  D(〈(∀ x )ϕ( x )〉) → (∀ x )D(〈ϕ( x )〉) 
 (∀ x )A(〈ϕ( x )〉) → A(〈(∀ x )ϕ( x )〉)   

 The fi rst says that if a universal generalization is descending true, then every instance is 

descending true. The second says that if every instance of a generalization is ascending 

true, then that generalization is ascending true. In order to add these to ADT, one would 

have to alter the defi nition of an acceptable xeno model in the proof in the appendix. 

 Another matter is that ADT might seem too weak since it is hard to know how to 

think about ascending and descending truth values for empirical sentences (e.g., one 

might wonder how descending truth diff ers from mathematical provability).   39    How-

ever, once one takes into consideration the comments about ascending and descending 

truth being equivalent for empirical sentences, this worry should disappear. That is, one 

condition for the replacements is that empirical sentences (i.e., those without occur-

rences of semantic expressions like ‘true’, ‘refers’, ‘ascending true’, ‘descending true’, 

etc.) are all safe. That is, they are either descending true or not ascending true. Ascend-

ing truth and descending truth diff er only on the unsafe sentences, all of which involve 

semantic notions in some way. Although this condition is not built into ADT, it is a cru-

cial element of how ADT is applied to languages.  

    6.7.3 Non-principles   

 There are also many notable principles one might expect to fi nd among the theorems of 

ADT that are absent. For example, the following are  not  principles of ascending and 

descending truth: 

     (i)  p is descending true → ‘p is descending true’ is descending true  

   (ii)  ‘p is ascending true’ is ascending true’ → p is ascending true  

   (iii)  if p is a theorem of ADT, then p is descending true  

   (iv)  if p is ascending true, then p is a theorem of ADT    

 Probably the most surprising is that neither ascending truth nor descending truth is 

preserved under logical deduction. That is, one can have a valid argument with all 

ascending true premises but a conclusion that is not ascending true; the same goes for 

descending truth. How disturbing is this result? Not very. Recall that no logical approach 

(other than substructural) to the aletheic paradoxes is consistent with the claim that 

valid arguments necessarily preserve truth. Thus, as part of an approach to the aletheic 

paradoxes, one that advocates replacing truth with ascending and descending truth is no 

worse off  than the others. One big issue is how to explain validity; I say a bit about this 

below. Moreover, it is not the case that valid arguments might lead one seriously astray. 

    39   Thanks to Hannes Leitgeb and Neil Tennant for pushing this worry.  
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At worst, if the premises of a valid argument are descending true, then its conclusion 

might not be descending true, but it will be ascending true.   40    This kind of thing will 

only come up in cases of unsafe sentences. 

 A consequence is that although all the  axioms  of ADT are descending true (by virtue 

of axiom schema D7), it is not the case that all  theorems  of ADT are descending true. In 

fact, it is easy to fi nd theorems that are not descending true—I present some of these in 

the next subsection. 

 Another, more far-reaching consequence is that logically interdeducible sentences 

might have diff erent descending truth values or diff erent ascending truth values. This 

feature can be counterintuitive to those with experience thinking about logical systems 

because most of us are used to equivalence classes respecting truth values but, with ADT, 

they do not. This is an essential feature of ADT due to the choice made back in section 

6.2 for dealing with Montague’s theorem. One can see the connection between the 

problem associated with rule E (described in the previous section) and this consequence. 

Recall that my diagnosis of why revenge paradoxes occur is that some instances of 

(T-Out) are equivalent to liar sentences. If logically interdeducible sentences have the 

same descending truth value, then there is no way for all instances of (T-Out) to be 

descending true while all ascending liars and descending liars are not descending true. 

This is a fundamental point that any approach to the aletheic paradoxes must grapple 

with. 

 Finally, ascending truth and descending truth iterate non-trivially. That is, one cannot 

infer that ‘p is descending true’ is descending true from the claim that p is descending 

true. ‘ ‘p is descending true’ is descending true’ is stronger than ‘p is descending true’. 

Likewise, ‘ ‘p is ascending true’ is ascending true’ is weaker than ‘p is ascending true’. I am 

not sure whether this is an essential feature of any theory that extends ADT.  

     6.7.4  The aletheic paradoxes   

 Now that the technical details are out of the way, we can worry about just how ascend-

ing truth and descending truth avoid the aletheic paradoxes. Recall that the theory of 

 truth  is presented in Chapter 9—here we only deal with  ascending truth  and  descending 

truth . Since liar sentences, Curry sentences, and Yablo sentences all contain truth predi-

cates or falsity predicates, a discussion of them is reserved for later. Here I want to 

 consider sentences like these that contain ‘ascending true’ or ‘descending true’. Consider 

the following sentences that are the analogs of liar sentences: 

   (d)  (d) is not descending true. 

  (a)  (a) is not ascending true.   

 I refer to these as the  descending liar  and the  ascending liar . It is easy to show that (d) and (a) 

are both unsafe—i.e., they are ascending true and not descending true. The standard 

    40   Note that we cannot derive this result  in ADT  because of Gödel’s Second Incompleteness Theorem.  
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argument in the liar reasoning uses both (T-In) and (T-Out). However since neither 

ascending truth nor descending truth obey both these rules, the standard argument is 

invalid. See  Table  2  .   

 The steps leading to the italicized sentences are invalid. In the argument on the left, 

the inference is from ‘(d) is not descending true’ to ‘ ‘(d) is not descending true’ is 

descending true’, which is an instance of ‘if ϕ then D(〈ϕ〉)’; this inference rule is not 

valid in general for descending truth. In the argument on the right, the inference is from 

‘ ‘(a) is not ascending true’ is ascending true’ to ‘(a) is not ascending true’, which is an 

instance of ‘if A(〈ϕ〉) then ϕ’; this inference rule is not valid in general for ascending 

truth. So neither of these sentences poses a problem for ADT. Moreover, ADT implies 

that they are unsafe; i.e., they are ascending true and not descending true. 

 Since Curry paradoxes and Yablo paradoxes follow the same pattern—they depend 

on applications of both (T-In) and (T-Out)—the results will be the same there. Those 

sentences are unsafe, and those arguments do not pose a problem for ADT. The question 

of how ADT fares against revenge paradoxes is dealt with in section 6.7.7.  

     6.7.5  The expressive role   

 In  Chapter  3  , I presented truth’s expressive role, which consists in its being a device of 

endorsement and a device of rejection. How well do ascending truth and descending 

truth perform these jobs? Let us consider devices of endorsement fi rst. We know that p 

follows from ‘p is descending true’, so descending truth functions as a device of endorse-

ment. If a person asserts ‘the Flanders hypothesis is descending true’, then she has thereby 

endorsed the Flanders hypothesis. On the other hand,  ┌ ~p ┐  does not necessarily follow 

from ‘p is not descending true’; thus, if one asserts ‘the Flanders hypothesis is not descend-

ing true’, one need not thereby have endorsed the negation of the Flanders hypothesis. 

For rejections, one would want to use ascending truth; if one asserts ‘the Flanders 

hypothesis is not ascending true’ then one has committed oneself to the negation of the 

Flanders hypothesis. Thus, descending truth serves as a device of endorsement, and 

ascending truth serves as a device of rejection. 

 It is essential to remember that, on the proposal defended here, it is legitimate to con-

tinue using ‘true’ for most purposes. Only where the diff erence between ascending truth 

and descending truth is not negligible does one need to use ‘descending true’ or ‘ascend-

ing true’ instead of  ‘true’.  

     Table 2  Ascending and Descending Liars   

  Descending liar  Ascending liar  

  Assume (d) is descending true

‘(d) is not descending true’ is descending true. 

 Assume (a) is ascending true

‘(a) is not ascending true’ is ascending true.  

  (d) is not descending true.   (a) is not ascending true.   

  Assume (d) is not descending true.  Assume (a) is not ascending true.  

   ‘(d) is not descending true’ is descending true.   ‘(a) is not ascending true’ is ascending true.  

  (d) is descending true.  (a) is ascending true.  
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     6.7.6  Contingent unsafety   

 The contingent paradoxes are also an important issue for ascending and descending truth 

because using the examples of contingent paradoxes we can construct contingently 

unsafe sentences. Of course, these sentences are not paradoxical since one cannot prove 

contradictory claims about them, but they bring out an important lesson—whether a 

sentence is unsafe can depend on seemingly unrelated contingent facts. For example:

   (2)   Every sentence of section 6.7.6 of  Replacing Truth  that begins with an ‘E’ is not 

descending true.   

 (2) is the only sentence of this section that begins with an ‘E’, so it says of itself that it is 

not descending true. We can prove that it is unsafe (using this fact about its location as an 

assumption). However if it had occurred in some other section of the book, then it 

would have been descending true instead of unsafe.  

     6.7.7  Revenge   

 How can I be sure that the approach I off er does not fall prey to revenge paradoxes? We 

know that ADT, the rudimentary theory of ascending and descending truth, is consistent 

if set theory (ZFC) is consistent. Moreover, ADT implies that its axioms are descending 

true (and ascending true). In addition, ADT requires no limitation on self-reference. 

Finally, ADT is compatible with classical logic, so there is no worry about purchasing the 

consistency at the expense of expressive limitations on the language. It is easy to have a 

language that: (i) obeys classical logic, (ii) contains its own semantic predicates, and (iii) 

expresses the theory of these semantic predicates. The language can even have a general 

truth predicate, as well as the theory of that truth predicate (so long as one treats the truth 

predicate as assessment-sensitive in the way described in  Chapter  9  ). Moreover, the lan-

guage can have any expressive resources one wants.   41    No other approach to the liar para-

dox has this package of benefi ts. If there is anything like a revenge paradox, it would most 

likely come in the form of some inadequacy of ascending truth and descending truth to 

do the work required of truth by some other philosophical theory that relies on truth. 

 To see how ADT avoids revenge, consider traditionally problematic revenge con-

structions like: 

   (3)  (3) is either not descending true or unsafe. 

  (4)  (4) is either not ascending true or unsafe.   

 The following arguments would be used to get a revenge paradox. 

 Assume (3) is descending true.

  ‘(3) is either not descending true or unsafe’ is descending true. 

  (3)  is either not descending true or unsafe.   

    41   If they express consistent concepts, then they are fi ne. If the do not, then they can still be in the lan-

guage as long as they are treated in accordance with the theory in Ch. 9.  
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 Assume (3) is either not descending true or unsafe.

   ‘(3) is either not descending true or unsafe’ is descending true.  

  (3)  is descending true.   

 Assume (4) is ascending true.

  ‘(4) is either not ascending true or unsafe’ is ascending true. 

  (4) is either not ascending true or unsafe.    

 Assume (4) is either not ascending true or unsafe.

  ‘(4) is either not ascending true or unsafe’ is ascending true. 

  (4)  is ascending true.   

 Just as in the cases above with (a) and (d), the arguments break down (at the italicized 

steps) when one tries to use a (T-In) rule with descending truth or a (T-Out) rule with 

ascending truth. The argument for ascending and descending liars and the argument of 

the revenge paradoxes break down at exactly the same point. So (3) and (4) are both 

unsafe. One might worry that this is a problem given what (3) and (4) say of themselves. 

Since ADT implies that (3) is unsafe we can conclude that (3) is ascending true, but we 

cannot conclude that (3) is descending true. Likewise, ADT implies that (4) is unsafe; so 

we can conclude that (4) is ascending true, but not that it is descending true. Neither of 

these results poses any problem. 

 Instead, one might try a diff erent tack based on the observation that some unsafe sen-

tences are derivable from ADT, like the descending liar, and some are not, like the 

ascending liar. Let U +  (i.e., the  positive unsafe sentences ) be the class of unsafe sentences 

derivable from ADT and U -  (i.e., the  negative unsafe sentences ) be the class of unsafe sen-

tences not derivable from ADT. Now consider: 

   (5)  (5) is not descending true and (5) is not U + .   

 One might think that the conjunction of descending truth and positive unsafety would 

act enough like truth to generate a revenge paradox. It is easy to show that (5) is unsafe. 

Assume (for  reductio ) it is descending true. Then ‘(5) is not descending true and (5) is not 

U + ’ is descending true, which entails that (5) is not descending true and (5) is not U + . It 

follows that (5) is not descending true. Thus, by  reductio , (5) is not descending true. 

Assume (for  reductio ) that (5) is not ascending true. Then ‘(5) is not descending true and 

(5) is not U + ’ is not ascending true, which entails the negation of (5)—i.e., (5) is descend-

ing true or (5) is U + . Of course, if (5) is descending true or U + , then it is ascending true. 

Thus, by  reductio , (5) is ascending true. So, we have shown that (5) is unsafe. Assume for 

 reductio  that (5) is U + , which means that it is an unsafe theorem of ADT. Since we can 

take any axiom of ADT as an assumption, and (5) follows from some set of axioms of 

ADT, we can conclude that (5) is not descending true and (5) is not U + . It follows that 

(5) is not U + . Thus, by  reductio , (5) is not U + . Therefore, we have shown that (5) is U - . It 

is unsafe and it is not derivable from ADT. I leave it to the reader to try deriving 
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 something untoward from the assumption that (5) is U - . In conclusion, (5) does not 

 generate a revenge paradox. 

 I encourage the reader to play around with other examples if these are not enough to 

give an intuitive understanding of how ADT avoids revenge. Of course, the relative con-

sistency proof in the appendix should convince one that there are no revenge paradoxes, 

but this kind of technical assurance is no substitute for an intuitive grasp of how the 

theory works. 

 It might seem that ADT faces a self-refutation revenge paradox. After all, ADT 

implies that some of its own theorems are not descending true. For example ‘(d) is not 

descending true’ is a theorem of ADT and ADT implies that (d) is not descending true. 

So ADT implies that some of its theorems are unsafe. 

 It is correct that ADT implies that some of its own theorems are not descending true 

(they are, of course, ascending true), but there are two points to be made here. First, if 

one has only one aletheic status to work with—e.g., truth—and one’s theory entails that 

some of its theorems do not have this status, then that is a problem. However, if one has 

two aletheic statuses to work with, like ascending truth and descending truth, then we 

can formulate a criterion of adequacy for good (i.e., trustworthy) arguments that the 

theory, ADT, respects: namely a valid argument will never take one from descending 

truths to something not ascending true. It might take you from something descending 

true to something unsafe, or from something unsafe to something not ascending true. 

For example, the descending liar is provable in ADT, the axioms of ADT are descending 

true, but the descending liar is unsafe. Also, the ascending liar and its negation are unsafe, 

but their conjunction is a contradiction and so is not ascending true. Anyone who 

thinks that the new aletheic statuses are not preserved by valid arguments (which is a 

consequence of Field’s argument described in section 6.2) will be forced to distinguish 

between theorems of the theory that have top status, those that have middle status(es), 

and those that have bottom status. If valid arguments never take one from top to bottom, 

then the obvious condition on an acceptable theory is that all its axioms have top status. 

We know already that not all its  theorems  will have top status. So the best we can hope for 

is top-status axioms and no bottom-status theorems. That is exactly the case with ADT: 

all the axioms of the theory are descending true, all the theorems of ADT are ascending 

true, and, moreover, once one has a proper understanding of assertibility with respect to 

ascending and descending truth (outlined in  Chapter  8  ), one sees that they are all assert-

ible as well.    



     Appendix: A fi xed-point theorem   

    42   I am unaware of anything like this construction in the literature. However, it is based on the work of 

 Gupta and Belnap ( 1993  ), and  Halbach, Leitgeb, and Welch ( 2003  ), who show how to use revision sequences 

to give a  relational  possible-worlds semantics for predicates; but they do not consider neighborhood seman-

tics, xeno semantics (obviously), classical modal logics, or traditional modal logics.  

   Here we construct a revision sequence of xeno models and prove that it reaches a fi xed 

point. Actually, our construction will be a bit more complicated—we fi rst construct 

one revision sequence, Ω 
0
 , of  neighborhood  models; we can think of this as our characteri-

zation sequence. It does not reach a fi xed point, but it does classify our sentences in an 

illuminating way. We then use the results of this characterization sequence to construct 

the initial  xeno  model for a second revision sequence, Ω 
1
 . The second revision sequence 

will eventually reach a fi xed point. So we use a sequence of neighborhood models to 

construct a sequence of xeno models, and we prove that the sequence of xeno models 

reaches a fi xed point. The fi xed point for the sequence of xeno models will be a xeno 

model and it is our intended model for ADT.   42     

     6.A.1  The characterization sequence Ω 
0
    

 Let L –  be a fi rst-order language with the usual connectives, quantifi ers, individual con-

stants, individual variables, and n-place predicates. We want L –  to have the resources to 

express its own syntax. The usual way of ensuring this is to stipulate that PA (Peano 

Arithmetic) is expressible in L – ; however, there are some complications with this method 

that we explore below. We stipulate that PA is expressible in L – , but we also make sure 

that it can directly refer to its own closed formulas by including them in the domain of 

any model for it. Let L be the result of adding the predicate D(x) to L – . Let L –  be the set 

of well-formed formulas of L –  and let L be the set of well-formed formulas of L. 

 We consider a neighborhood frame F = <W, N, D>, where W is a set of worlds, N 

is a neighborhood function from W to 22w

, and D is the domain—a non-empty set. Let 

F be a  suitable frame  iff :

     (i)  every neighborhood of every world in W is non-empty  

   (ii)  every world in W has a neighborhood.    

 We consider a neighborhood model M = <F, I>, where F is a suitable neighborhood 

frame, and I is an interpretation function. 

 Let M 
0
  = <w 

0
 , N 

0
 , D 

0
 , I 

0
 > be a neighborhood model based on a suitable frame, where:

     (i)  N⊂D 
0
  (i.e., the domain contains the natural numbers)  

   (ii)  L⊂D 
0
  (i.e., the domain contains the sentences of L)  
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   (iii)   ∀w∈W 
0
 , I 

0
  assigns the arithmetic vocabulary in L to its standard interpretation 

in D 
0
   

   (iv)  ∀ϕ∈L ∃σ σ is an individual constant of L and I 
0
 (σ) = ϕ  

   (v)  I 
0
 (D(x), w) = ∅ for all w∈W 

0
 .    

 Let ν be a valuation (i.e., an assignment of elements from the domain to each individual 

variable of L). 

  (F)  <M, w> ⊨ ν  F(a 
1
 , . . . , a 

n
 ) (where a 

i
  is either an individual constant or an indi-

vidual variable) iff  <f(a 
1
 ), . . . , f(a 

n
 )>∈I(F, w), where if a 

i
  is a variable x 

i
 , then 

f(a 
i
 ) = ν(x 

i
 ), and if a 

i
  is an individual constant c 

i
 , then f(a 

i
 ) = I(c 

i
 ) (for each 

n-place predicate F) 

 (~) <M, w> ⊨ ν  ~ϕ iff  it is not the case that <M, w> ⊨ ν  ϕ 

 (∧) <M, w> ⊨ ν  ϕ∧ψ iff  <M, w> ⊨ ν ϕ and <M, w> ⊨ ν ψ 

 (∨) <M, w> ⊨ ν  ϕ∨ψ iff  <M, w> ⊨ ν ϕ or <M, w> ⊨ ν ψ 

 (→) <M, w> ⊨ ν  ϕ→ψ iff  if <M, w> ⊨ ν ϕ, then <M, w> ⊨ ν ψ 

 (↔) <M, w> ⊨ ν  ϕ↔ψ iff  <M, w> ⊨ ν ϕ iff  <M, w> ⊨ ν ψ 

 (∀) <M, w> ⊨ ν  ∀xϕ(x) iff  for each x-variant ν´ <M, w> ⊨ ν´
  ϕ(x) 

 (∃) <M, w> ⊨ ν  ∃xϕ(x) iff  there is an x-variant ν´ s.t. <M, w> ⊨ ν´
  ϕ(x)   

 We can say <M, w> ⊨ ϕ iff  ϕ is a closed formula and for all valuations ν, <M, w> ⊨ ν ϕ. 

Notice that the extension of the descending truth predicate, D(x), is stipulated to be 

empty in every world in M 
0
 . Accordingly, M 

0
  has no clause for D(x). 

 M 
0
  will serve as the initial model for our fi rst revision sequence. Before presenting 

the revision sequence, a few defi nitions are in order. 

    A   revision rule   ρ is an operation on the set of functions from {{D(x)} × D} to {t, 

f}. The members of this set of functions are   hypotheses  . Each hypothesis interprets 

D(x). We focus on revision sequences Ω whose length, lh(Ω), is a limit ordinal or On, 

the class of all ordinals. Let  Ω@α  be the αth member of Ω. Let  Ω|α  be the restric-

tion of Ω to ordinal α.  

  If x∈{t, f} and d∈D, then d is   stably x in   Ω iff  ∃β s.t. β<lh(Ω) and for all ordinals γ, 

if β≤γ<ln(Ω) then [Ω@γ](d) = x; the least such β is the   stabilization point   of d in Ω. 

Say d is   stable in   Ω iff  for some x∈{t, f}, d is stably x in Ω.  

  A hypothesis h   coheres with a sequence   Ω iff  for all d∈D and all x∈{t, f}, if d is stably 

x in Ω then h(d) = x.  

  Ω is a   revision sequence   for ρ iff  for all α<lh(Ω): (i) if α = β+1, then Ω@α = ρ(Ω@β), 

and (ii) if α is a limit ordinal then Ω@α coheres with Ω|α (i.e., for all d∈D and all 

x∈{t, f} if d is stably x in Ω|α, then Ω@α(d) = x).   43        

    43    Gupta and Belnap ( 1993  : Ch. 5).  
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 These defi nitions are based on those in  Gupta and Belnap ( 1993  ), which is the standard 

reference for revision sequences. 

 Our revision rule, which will generate the revision sequence, is based on the clause 

(D) that we would have wanted in our fi rst-order neighborhood semantics. Let Ω 
0
  be 

the revision sequence of length On with initial model M 
0
  generated by the following 

revision rule ρ 
0
 :

  (ρ 
0
 -1) If α is not a limit ordinal, then ∀w∈W, if ∃X∈N(w), s.t. ∀x∈X, <Ω 

0
 @α, x> 

⊨ ϕ, then ϕ∈I(D, w) for Ω 
0
 @α+1; otherwise, ϕ∉I(D, w) for Ω 

0
 @α+1. 

 (ρ 
0
 -2) If α is a limit ordinal and D(〈ϕ〉) is stably true in Ω 

0
 |α, then ∀w∈W, ϕ∈I(D, 

w) for Ω 
0
 @α. 

 (ρ 
0
 -3) If α is a limit ordinal and D(〈ϕ〉) is stably false in Ω 

0
 |α, then ∀w∈W, ϕ∉I(D, 

w) for Ω 
0
 @α. 

 (ρ 
0
 -4) If α is a limit ordinal and D(〈ϕ〉) is unstable in Ω 

0
 |α, then ∀w∈W, ϕ∉I(D, 

w) for Ω 
0
 @α.   

 The revision sequence based on this rule will have a fi xed set of worlds and a fi xed 

neighborhood function on that set. Obviously, the interpretation, I, changes from step 

to step, but the only diff erence between steps will be the interpretation of D(x). The 

interpretation of all other expressions in L does not change. One can think of this as a set 

of revision sequences, one for the extension of D(x) at each world. Of course, at M 
0
 , and 

indeed at each step throughout Ω 
0
 , every world satisfi es the same formulas.  

     6.A.2  The sequence Ω 
1
    

 Remember, Ω 
0
  is not the sequence we ultimately care about—its role is to help us assign 

accessibility relations to the sentences of L in a xeno semantics. That is, we use the results 

of Ω 
0
  to construct a new revision sequence of xeno models that  does  eventually reach a 

fi xed point. 

 Not just any xeno frame and xeno model will do for these purposes. We need to 

defi ne ‘acceptable xeno frame’ and ‘acceptable xeno model’. There is one additional 

complication in the construction—we distinguish between traditional worlds (the set 

C⊆W) and non-traditional worlds (the set C´); the clause for D(x) is defi ned only on 

traditional worlds and validity is defi ned as truth at all traditional worlds. The extension 

of D(x) at non-traditional worlds is stipulated below.   44    

 We will consider a constant-domain xeno frame F = <W, C, N, R, D>, where W is a 

set of worlds, C⊆W, N is a neighborhood function from W to22
w
, R is a denumerable set 

of binary relations on W, and D is a non-empty set. Let F be an  acceptable constant-domain 

xeno frame  iff :

    44   There is a sense in which the logic determined by the particular xeno semantics I provide could be 

called a  non-traditional  modal logic in the spirit of non-normal modal logics and non-classical modal logics. 

I do not know if it is possible to avoid this aspect of the construction.  
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     1.  C⊂W [non-traditional worlds]  

   2.  ∀w∈W, N(w)≠∅ [all worlds have neighborhoods]  

   3.  ∀w∈W ∀X∈N(w), X≠∅ [non-empty neighborhoods]  

   4.  ∀w∈W ∀X∈N(w), w∈X [inclusive neighborhoods]  

   5.  ∀v∈C´ ∀X∈N(v) ∀x∈X, x∈C´ [non-traditional neighborhoods]  

   6.  ∀u∈C, C∈N(u) [C is a traditional neighborhood]  

   7.  ∀w∈C, X∈N(w) ∨ Y∈N(w) → X∪Y∈N(w) [supplemented neighborhoods]  

   8.  If X⊂C then ∀u∈C, X∉ N(u) [no proper subset of C is a traditional neigh-

borhood].    

 It should be obvious that acceptable constant-domain xeno frames exist. 

 We consider a xeno model M = <F, R, I> where F is a xeno frame, R is an accessibil-

ity function (R is a function from L to R, so it assigns each sentence ϕ of L a binary rela-

tion on W, designated R ϕ ), and I is an interpretation function (I assigns each individual 

constant a member of the domain at each world and each n-place predicate a set of 

ordered n-tuples from the domain at each world). We use the following defi nitions for 

accessibility relations:

  R ϕ  is  refl exive  iff  ∀w∈W R ϕ ww. 

 R ϕ  is  corefl exive  iff  ∀u∈W ∀w∈W, R ϕ wu → w = u. 

 R ϕ  is  closed  iff  ∀u∈C ∀w∈W, R ϕ uw→ w∈C. 

 R ϕ  is  open  iff  ∀u∈C ∃v∈C´, R ϕ uv.   

 Note that if an accessibility relation is corefl exive, then it is closed (but the converse 

fails). All accessibility relations in the xeno models we consider are refl exive. Intuitively, 

the accessibility relations assigned to the instances of axioms of ADT are corefl exive, as 

are those assigned to sentences of L – . 

 Let M be an  acceptable xeno model  iff :

     1.  F is an acceptable constant-domain xeno frame.  

   2.  ∀ϕ∈L R ϕ  is refl exive.  

   3.  If I(σ) = I(τ)∈L, and ψ results from replacing occurrences of σ with τ in ϕ, then 

R ϕ  = R ψ .  

   4.  R ϕ∧  ψ  = R ψ∧  ϕ   

   5.  R ϕ∨  ψ  = R ψ∨  ϕ   

   6.  R 
~~ϕ  = R ϕ   

   7.  R ϕ  is corefl exive for ϕ∈L – .  

   8.  If R ϕ  is corefl exive then R 
D〈  ϕ〉  is corefl exive.  

   9.  R 
D〈  ϕ〉  →ϕ  is corefl exive.  

   10.  R 
D〈~  ϕ〉   → ~D〈  ϕ〉  is corefl exive.  

   11.  R 
D〈  ϕ∧  ψ〉   → D〈  ϕ〉  ∧D〈  ψ〉  is corefl exive.  

   12.  R 
D〈  ϕ〉   ∨ D〈  ψ〉   → D〈  ϕ∨  ψ〉  is corefl exive.  

   13.  R ϕ  is corefl exive for ϕ a fi rst-order classical logical truth.  

   14.  R ϕ  is corefl exive for PA ⊢ ϕ.  
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    45   For each ϕ in L, P ν (ϕ) = {w∈W: <M, w> ⊨  ν  ϕ}  

   15.  If R ϕ  is corefl exive and R ψ  is corefl exive then R ϕ→  ψ , R ϕ∧  ψ , R ϕ∨  ψ  are co-

re fl exive.  

   16.  R ϕ  is corefl exive iff  R 
~ϕ  is corefl exive.  

   17.  If R ϕ∧  ψ  is closed and C⊆P ν (ϕ∧ψ), then R ϕ  is closed and R ψ  is closed.   45     

   18.  If R ϕ  is closed and R ψ  is closed then R ϕ∨  ψ  is closed.  

   19.  L⊂D (i.e., the domain contains all closed sentences of L)  

   20.  ℕ⊂D (i.e., the domain contains the natural numbers)  

   21.  ∀w∈W, I assigns the arithmetic vocabulary in L to their standard interpretation 

in D.  

   22.  All individual constants have the same denotation in every world.  

   23.  All predicates (except possibly D) have the same extension in every world.  

   24.  All predicates have the same extension in all non-traditional worlds.  

   25.  ∀ϕ∈L, ∃σ σ is an individual constant of L and I(σ) = ϕ.  

   26.  If R ϕ  is corefl exive then C⊆P ν (ϕ) or C⊆P ν (~ϕ).    

 Let Δ 
M
  be the set of sentences of L closed under the following rules:

  (Δ 
M

  -1) ∀ϕ∈L if ϕ = D〈ψ〉 → ψ then ϕ∈Δ 
M

 . 

 (Δ 
M

   -2) ∀ϕ∈L if ϕ∈Δ 
M

  and σ is an individual constant and I(σ) = ϕ, then Dσ∈Δ 
M

 .   

 That is, Δ 
M

  is the set of instances of axiom schema D1 closed under applications of D. 

 Let M 
1
  = <W 

1
 , C 

1
 , N 

1
 , R 

1
 , D 

1
 , R 

1
 , I 

1
 > be an acceptable constant-domain xeno 

model, where:

     (i)  I 
1
 (D(x), w) = ∅ for all w∈W 

1
 .  

   (ii)  if ϕ is stably true in Ω 
0
 , then R 

1ϕ  is closed in M 
1
 .  

   (iii)  if ϕ is stably false in Ω 
0
 , then R 

1ϕ  is closed in M 
1
 .  

   (iv)  if ϕ is unstable in Ω 
0
  and ϕ∉Δ 

M1
 , then R 

1ϕ  is open in M 
1
 .    

 There are several issues to be settled before we can be sure that M 
1
  exists. 

 First, we need to show that there are acceptable constant-domain xeno models. That 

is easy—let M be a constant-domain xeno model based on an acceptable xeno frame 

such that the natural numbers and the closed formulas of L are members of its domain, 

the arithmetic vocabulary of L receives its standard interpretation in every world, there 

is a name in L for every member of the domain, the interpretation is the same at every 

world, and every relation in R is the identity relation. Then M is an acceptable con-

stant-domain xeno model. 

 Second, we need to show that R 
1
  is well-defi ned. Given the interpretation function 

I 
1
 , we defi ne Δ 

M1
  as above. There are eighteen conditions under the defi nition of an 

acceptable xeno model that pertain to R 
1
 . None of them confl ict with the above speci-

fi cation that defi nes M 
1
 . For example, condition 4 is: R 

1ϕ  ∧ψ  = R 
1ψ  ∧ϕ . It is obvious that 
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ϕ∧ψ is stable in Ω 
0
  iff  ψ∧ϕ is stable in Ω 

0
 ; thus the specifi cation of R 

1
  does not confl ict 

with this condition. The same holds for all the others. One might worry about condi-

tion 9, but all instances of D1 are in Δ 
M1

 , so that does not pose a problem. Thus, the 

above specifi cation of the accessibility relations in M 
1
  does not confl ict with the defi ni-

tion of an acceptable xeno model. Therefore, R 
1
  is well-defi ned. 

 Let ν be a valuation (i.e., an assignment of elements from the domain to each indi-

vidual variable of L). 

  (F)  <M, w> ⊨  ν  F(a 
1
 , . . . , a 

n
 ) (where a 

i
  is either an individual constant or an indi-

vidual variable) iff  <f(a 
1
 ), . . . , f(a 

n
 )>∈I(F, w), where if a 

i
  is a variable x 

i
 , then 

f(a 
i
 ) = ν(x 

i
 ), and if a 

i
  is an individual constant c 

i
 , then f(a 

i
 ) = I(c 

i
 ) (for each 

n-place predicate F) 

 (~) <M, w> ⊨  ν ~ϕ iff  it is not the case that <M, w> ⊨  ν ϕ 

 (∧) <M, w> ⊨  ν ϕ∧ψ iff  <M, w> ⊨  ν ϕ and <M, w> ⊨  ν ψ 

 (∨) <M, w> ⊨  ν ϕ∨ψ iff  <M, w> ⊨  ν ϕ or <M, w> ⊨  ν ψ 

 (→) <M, w> ⊨  ν ϕ→ψ iff  if <M, w> ⊨  ν ϕ, then <M, w> ⊨  ν ψ 

 (↔) <M, w> ⊨  ν ϕ↔ψ iff  <M, w> ⊨  ν ϕ iff  <M, w> ⊨  ν ψ 

 (∀) <M, w> ⊨  ν ∀xϕ(x) iff  for each x-variant ν´ <M, w> ⊨  ν´
  ϕ(x) 

 (∃) <M, w> ⊨  ν ∃xϕ(x) iff  there is an x-variant ν´ s.t. <M, w> ⊨  ν´
  ϕ(x)   

 We can say <M, w> ⊨ ϕ iff  ϕ is a closed formula and for all valuations ν, <M, w> 

⊨  ν ϕ. 

 Notice that the extension of the descending truth predicate, D(x), is empty in every 

world in M 
1
 . Accordingly, M 

1
  has no clause for D(x). Let Ω 

1
  be the revision sequence of 

length On with initial model M 
1
  generated by the following revision rule ρ 

1
 :

  (ρ 
1–

 1)  α is not a limit ordinal: if ∀u∈C, ∀w∈W, R ϕ uw → P α-1
 (ϕ)∈N(w), then 

∀w∈W, ϕ∈I(D, w) for Ω 
1
 @α; otherwise, ∀w∈W, ϕ∉I(D, w) for Ω 

1
 @α. 

 (ρ 
1–

 2)  α is a limit ordinal: if D〈ϕ〉 is stably true in Ω 
1
 |α, then ∀w∈C, ϕ∈I(D, w) 

for Ω 
1
 @α+1. 

 (ρ 
1–

 3)  α is a limit ordinal: if D〈ϕ〉 is stably false in Ω 
1
 |α, then ∀w∈C, ϕ∉I(D, w) 

for Ω 
1
 @α+1. 

 (ρ 
1–

 4)  α is a limit ordinal: if D〈ϕ〉 is unstable in Ω 
1
 |α, then ∀w∈C, ϕ∉I(D, w) for 

Ω 
1
 @α+1.   

 The revision sequence based on this rule will have a fi xed set of worlds and a fi xed 

neighborhood function on that set. As before, the interpretation, I, changes from step to 

step, but the only diff erence between steps will be the interpretation of D(x). The inter-

pretation of all other expressions in L does not change. The assignment of accessibility 

relations to sentences of L does not change.  



184 replacing truth

     6.A.3  A fi xed point for Ω 
1
    

 Now we prove that Ω 
1
  reaches a fi xed point. Before we do that, we need several more 

defi nitions and results pertaining to revision sequences. 

    A hypothesis h is   cofi nal in a sequence   Ω iff  for all ordinals α<ln(Ω) there is a β s.t. 

α≤β<ln(Ω) and Ω@β = h.  

   Theorem : Ω is a sequence of length On. Then: 

    (i)  there is a hypothesis h∈{t, f} D  that is cofi nal in Ω  

   (ii)   there is an ordinal α s.t. for all β≥α, Ω@β is cofi nal in Ω; the least such ordinal 

is the   initial ordinal   for Ω  

  (iii) for all ordinals α there is an ordinal β>α satisfying the condition that for all 

hypotheses h cofi nal in Ω there is an ordinal γ s.t. α≤γ<β and Ω@γ = h; such 

an ordinal is a   completion ordinal   for Ω above α.    

   Theorem : for all d∈D and x∈{t, f}: 

    (i)  if d is stably x in Ω then the value of d is x in all hypotheses cofi nal in Ω  

   (ii)  if lh(Ω) = On, then the converse of (i) is true.    

  An ordinal α is a   refl ection ordinal   for Ω iff  α is a limit ordinal < lh(Ω) s.t. 

    (i)  α ≥ the initial ordinal for Ω and  

   (ii)  for all d∈D and x∈{t, f}, d is stably x in Ω|α iff  d is stably x in Ω.    

   Theorem : Let Ω be a revision sequence for ρ and α<lh(Ω). If Ω@α is a fi xed point of ρ 

then for all β s.t. α+β < lh(Ω) we have Ω@α+β = Ω@α; furthermore, an object d∈D 

is stably x in Ω iff  Ω@α(d) = x.  

  A hypothesis h is   recurring   for ρ iff  h is cofi nal in some revision sequence Ω of length 

On for ρ.  

   Theorem : all and only recurring hypotheses are refl exive.   46        

 So if α is a refl ection ordinal, then Ω|α refl ects all the stabilities and instabilities in Ω. 

 With these defi nitions and results in hand, we are ready to show that Ω 
1
  reaches a 

fi xed point. I use the convention ‘P α (ϕ)’ for {w∈W : <Ω 
1
 @α, w> ⊨ ϕ}. 

 Let ζ be the initial ordinal for Ω 
1
 , and let ξ be a refl ection ordinal for Ω 

1
  s.t. ξ>ζ, and let 

M 
2
  = Ω 

1
 @ξ. Thus, M 

2
  is a refl exive hypothesis for Ω 

1
 ; it follows that ξ is a limit ordinal. 

 I rely on the following lemmas:

    (1)  ϕ is stable in Ω 
1
 |ξ iff  ϕ is stable in Ω 

1
 . [ξ is a refl ection ordinal for Ω, so by defi ni-

tion, ϕ is stable in Ω|ξ iff  ϕ is stable in Ω.]  

    46   For proofs, see  Gupta and Belnap ( 1993  : Ch. 5).  
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  (2)  For any ordinal α, if ∃w∈C s.t. <Ω 
1
 @α, w> ⊨ ϕ, then ∀w∈C, <Ω 

1
 @α, w> ⊨ ϕ. 

[By induction—the extension of D(x) is the same at all classical worlds in M 
1
 , 

and if the extension of D(x) is the same at all classical worlds in Ω@α, then the 

extension of D(x) is the same at all classical worlds in Ω@α+1.]     

 To show that M 
2
  is a fi xed point for ρ 

1
 , we prove that the extension of D(x) does not 

change from M 
2
  to ρ 

1
 (M 

2
 ) on traditional worlds. 

 Let u∈C. Let Q∈L. Assume that <M 
2
 , u> ⊨ D〈Q〉. Assume for  reductio  that <ρ 

1
 (M 

2
 ), 

u> ⊨ ~D〈Q〉. D〈Q〉 is stably true at u in Ω 
1
 |ξ [else <M 

2
 , u> ⊨ ~D〈Q〉, since ξ is a limit 

ordinal]. D〈Q〉 is stably true at u in Ω 
1
  [by Lemma 1]. <ρ 

1
 (M 

2
 ), u> ⊨ D〈Q〉. ⊥. This 

result shows that the extension of D(x) does not decrease from M 
2
  to ρ 

1
 (M 

2
 ). Now for 

the other direction. 

 Assume that <M 
2
 , u> ⊨ ~D〈Q〉. Assume for  reductio  1 that <ρ 

1
 (M 

2
 ), u> ⊨ D〈Q〉. 

∀w∈C, R 
Q
 uw → P ξ (Q)∈N(w). It follows that R 

Q
 uu. Hence, P ξ (Q)∈N(u). Thus, 

∀X∈N(u), u∈X. Therefore, u∈P ξ (Q), and it follows that <M 
2
 , u> ⊨ Q. Either D〈Q〉 is 

stably false at u in Ω 
1
 |ξ or D〈Q〉 is unstable at u in Ω 

1
 |ξ [else <M 

2
 , u> ⊨ D〈Q〉]. 

Assume for  reductio  2 that D〈Q〉 is stably false at u in Ω 
1
 |ξ. It follows that D〈Q〉 is stably 

false at u in Ω 
1
  [by Lemma 1]. Hence, <ρ 

1
 (M 

2
 ), w> ⊨ ~D〈Q〉. ⊥ (for  reductio  2). Now 

for the other disjunct. Assume for  reductio  3 that D〈Q〉 is unstable at u in Ω 
1
 |ξ. D〈Q〉 is 

unstable at u in Ω 
1
  [by Lemma 1]. Assume for conditional proof that Q is stable at u in 

Ω 
1
 . Hence, ∀w∈C, Q is stable at w in Ω 

1
  [by Lemma 2]. Let β be the stabilization point 

for Q at u in Ω 
1
 . Then, ∀γ>β u∈P γ (Q) or ∀γ>β u∉P γ (Q). Hence, ∀w∈C (∀γ>β 

w∈P γ (Q) or ∀γ>β w∉P γ (Q)). Thus, ∀w∈W (∀γ>β w∈P γ (Q) or ∀γ>β w∉P γ (Q)). 

Hence, ∀γ>β P γ (Q)∈N(u) or ∀γ>β P γ (Q)∉N(u). R 
Q
  is either open or closed; if R 

Q
  is 

open, then ~D〈Q〉 is stably false at u in Ω 
1
 . Thus, R 

Q
  is closed. Either ∀γ>β <Ω 

1
 @γ, u> 

⊨ D〈Q〉 or ∀γ>β <Ω 
1
 @γ, u> ⊨ ~D〈Q〉. Hence, D〈Q〉 is stable at u in Ω 

1
 . By condi-

tional proof, if Q is stable at u in Ω 
1
  then D〈Q〉 is stable at u in Ω 

1
 . So, by contraposition, 

if D〈Q〉 is unstable at u in Ω 
1
  then Q is unstable at u in Ω 

1
 . Thus, Q is unstable at u in Ω 

1
 . 

Hence, Q is unstable at u in Ω 
1
 |ξ. Therefore, <M 

2
 , u> ⊨ ~Q. We have ⊥ for  reductio  3. 

And we have ⊥ for  reductio  1. Consequently, we have a fi xed point, and M 
2
  is the 

intended model for L. 

 Since M 
2
  is a fi xed point for ρ 

1
 , we know that for u∈C:

  (D) <M 
2
 , u> ⊨ D(〈ϕ〉) iff  ∀w∈W R ϕ uw → P(ϕ)∈N(w)   

 So we have a constant-domain xeno semantics for L, and it satisfi es the intended clause 

for D(x). We have not said anything about the non-traditional worlds (we have not 

needed to say anything about them), but to fi nish the interpretation of L, we can say that 

if for all w∈C w⊨ϕ, then for all v∈C´ v⊨ϕ. 

 Recall that we have been concentrating on D(x) and ignoring A(x) and S(x). If we 

can defi ne them in terms of D(x), then that would do the trick. We could use the follow-

ing defi nitions:
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  (M1) A(〈ϕ〉) ↔ ~D(〈~ϕ〉) 
 (M2) S(〈ϕ〉) ↔ D(〈ϕ〉) ∨ ~A(〈ϕ〉)   

 Let L +  be the result of adding A(x) and S(x) to L and let L +  be the set of formulas of L + . 

Here is how to interpret the new predicates. Let ϕ∈L + /L. Let ψ result from replacing all 

occurrences of A〈θ〉 in ϕ with ~D〈~θ〉 and replacing all occurrences of S〈θ〉 in ϕ with 

D〈θ〉∨D〈~θ〉. Then R ϕ  = R ψ  and ∀w∈W w ⊨ ϕ iff  w ⊨ ψ. 

 To summarize the constant-domain xeno semantics for the descending truth predi-

cate, ‘D(x)’, the ascending truth predicate, ‘A(x)’, and the safety predicate, ‘S(x)’:

  (F)  <M, w> ⊨  ν  F(a 
1
 , . . . , a 

n
 ) (where a 

i
  is either an individual constant or an indi-

vidual variable) iff  <f(a 
1
 ), . . . , f(a 

n
 )>∈I(F, w), where if a 

i
  is a variable x 

i
 , then 

f(a 
i
 ) = ν(x 

i
 ), and if a 

i
  is an individual constant c 

i
 , then f(a 

i
 ) = I(c 

i
 ) (for each 

n-place predicate F) 

 (~) <M, w> ⊨  ν ~ϕ iff  it is not the case that <M, w> ⊨  ν ϕ 

 (∧) <M, w> ⊨  ν ϕ∧ψ iff  <M, w> ⊨  ν ϕ and <M, w> ⊨  ν ψ 

 (∨) <M, w> ⊨  ν ϕ∨ψ iff  <M, w> ⊨  ν ϕ or <M, w> ⊨  ν ψ 

 (→) <M, w> ⊨  ν ϕ→ψ iff  if <M, w> ⊨  ν ϕ, then <M, w> ⊨  ν ψ 

 (↔) <M, w> ⊨  ν ϕ↔ψ iff  <M, w> ⊨  ν ϕ iff  <M, w> ⊨  ν ψ 

 (∀) <M, w> ⊨  ν ∀xϕ(x) iff  for each x-variant ν´ <M, w> ⊨  ν´
  ϕ(x) 

 (∃) <M, w> ⊨  ν ∃xϕ(x) iff  there is an x-variant ν´ s.t. <M, w> ⊨  ν´
  ϕ(x)   

 For all u∈C:

  (D) <M, u> ⊨  ν D〈ϕ〉 iff  ∀w∈W R ϕ uw → P ν (ϕ)∈N(w) 

 (A) <M, u> ⊨  ν A〈ϕ〉 iff  ∃w∈W R 
~ϕ uw ∧ P ν (~ϕ)∉N(w) 

 (S)  <M, u> ⊨  ν S〈ϕ〉 iff  ∀w∈W (R ϕ uw → P ν (ϕ)∈N(w)) ∨ ∃u∈W (R 
~ϕ uw ∧ 

P ν (~ϕ)∉N(w))   

 For all v∈C´:

  (D) <M, v> ⊨  ν D〈ϕ〉 iff  ∀u∈C <M, u> ⊨  ν D〈ϕ〉 
 (A) <M, v> ⊨  ν A〈ϕ〉 iff  ∀u∈C <M, u> ⊨  ν A〈ϕ〉 
 (S) <M, v> ⊨  ν S〈ϕ〉 iff  ∀u∈C <M, u> ⊨  ν S〈ϕ〉   

 We can say <M, w> ⊨ ϕ iff  ϕ is a closed formula and for all valuations ν, <M, w> ⊨  ν ϕ. 

A sentence ϕ is  valid  in a xeno model M iff  ∀u∈C <M, u> ⊨ ϕ.  

     6.A.4  A soundness theorem   

 The fi xed-point theorem from the previous section shows that we have a well-defi ned 

notion of truth at a world for an acceptable constant-domain xeno model. It follows that 
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we have a well-defi ned notion of validity for constant-domain xeno models. Now, all 

that is left is to show that ADT is sound with respect to acceptable constant-domain 

xeno semantics. It follows from this result that ADT is consistent (relative to our back-

ground set theory). 

 In order to prove soundness, we need to go through each of the axioms of ADT and 

prove that they are valid in any acceptable xeno model. It is a tedious but trivial exercise 

to demonstrate this, and I do not give the details here.   47    The result is, if ϕ is an axiom of 

ADT, then ϕ is valid in any acceptable constant-domain xeno model. 

 ADT is sound with respect to constant-domain xeno semantics iff  for all acceptable 

constant-domain xeno models μ, any set of sentences Γ and any sentence ϕ, if ϕ is prov-

able from Γ, then the argument from Γ to ϕ is valid in μ. Argument validity is defi ned in 

the usual way: for all acceptable constant-domain xeno models μ if all the members of Γ 

are true in μ, then ϕ is true in μ. We know that all the classical logical truths are valid and 

all classical inference rules are valid. So our proof that all axioms of ADT are valid in any 

acceptable constant-domain xeno model completes our soundness proof. ADT is sound 

with respect to acceptable constant-domain xeno semantics.          

    47   For example, to show that all instances of axiom schema D1 are valid, assume for an acceptable con-

stant-domain xeno model that u∈C u ⊨ D〈ϕ〉. It follows that ∀w∈W R ϕ uw → P(ϕ)∈N(w). By clause 2 of 

the defi nition of an acceptable xeno model, R ϕ  is refl exive. Thus, Ruu. Hence, P(ϕ)∈N(u). By clause 4 of 

the defi nition of an acceptable xeno frame, N is inclusive. Thus, u∈P(ϕ). Hence, u ⊨ ϕ. Therefore, ⊨ 

D〈ϕ〉→ϕ. The proofs for the other axioms are similar.  



   In the previous chapter, I suggested a team of replacement concepts and some principles 

they obey in the form of a mathematical theory (i.e.,  ADT plus xeno semantics) 

together with its interpretation (i.e., ‘ascending true’ and ‘descending true’ are compati-

ble with classical logic and they are univocal invariant one-place predicates). One might 

worry that simply familiarizing oneself with the formal theory ADT is not enough to 

really grasp the concept of ascending truth and the concept of descending truth. It is, 

after all, just a collection of axioms. In this chapter and the next, I aim to provide more 

grounding for the formal theory by doing two things: (i) sketching the way ADT should 

be physically interpreted, and (ii) describing the relations between ascending truth and 

descending truth and other concepts. This chapter focuses on whether ascending truth 

and descending truth have a nature or can be given an analysis (e.g., in terms of corre-

spondence). In response, I outline a non-reductive account of ascending and descending 

truth using measurement theory and some ideas from Donald Davidson.  

     7.1  Davidson’s theory of truth   

 Davidson argues that although we cannot give an analysis or reductive explanation of 

truth, we can trace the relationship between truth and other important concepts, like 

meaning, belief, and rationality in a certain way. 

 Instead of using a universally quantifi ed biconditional, Davidson, inspired by Tarski’s 

writings on truth, uses an axiomatic theory of truth. An axiomatic theory of truth is just a 

set of sentences that contain truth predicates and is closed under logical consequence (i.e., 

any sentence that is a logical consequence of some sentences in the set is also in the set). The 

sentences in the theory are taken to be the principles that truth predicates obey. Davidson 

uses an axiomatic theory that has diff erent principles for sentences of diff erent forms; for 

example, a subject-predicate sentence is true iff  the thing referred to by the subject term is 

in the extension of the predicate, a negation is true iff  the sentence negated is not true, and a 

conjunction is true iff  both conjuncts are true. From the axiomatic theory of truth (for a 

certain language), one can derive a T-sentence for each sentence of the language in ques-

tion: b is true-in-L iff  ϕ (where 〈ϕ〉 is a translation of b into the metalanguage). 

             7 

Metrological Naturalism and ADT   
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 This axiomatic theory of truth is quite diff erent from the other theories of the nature 

of truth surveyed in  Chapter  1  . It does not give a conceptual analysis or reductive expla-

nation of truth in terms of some other (perhaps more basic) concepts. One might be 

(justifi ably) unimpressed if that was all a Davidsonian could say about truth. However, 

Davidson’s view is that the axiomatic theory should be given empirical content, and this 

tells us much about the concept of truth. Although the details are subtle and complex, 

the basic idea is that a theory of truth plays an important role in an overall theory of a 

rational agent’s beliefs, desires, and language. 

 The fi rst step in providing empirical content to the axiomatic theory is realizing that an 

axiomatic theory of truth (for some language) serves as a meaning theory for that lan-

guage, where a meaning theory specifi es the meanings of each of the sentences of the lan-

guage.   1    If enough external constraints are placed on the application of the axiomatic theory, 

then the T-sentences (e.g., ‘ ‘snow is white’ is true iff  snow is white’) that are de rivable from 

it specify the meanings of the sentences of that language. That is, the sentence on the right 

hand side specifi es the meaning of the sentence called true on the left hand side. 

 Davidson also has an account of the external constraints on the axiomatic theory that 

ensure the T-sentences specify meanings of the language in question; this can be thought of 

as a general method for applying the axiomatic theory to a particular language or language 

user. He uses the thought experiment of the radical interpreter to satisfy this demand. 

 The  radical interpreter  is supposed to be a person in the situation of trying to under-

stand another person (who I call the  target ). The radical interpreter has to fi gure out 

what the target’s sentences mean even though she does not understand the target’s lan-

guage and does not have recourse to a translator or dictionary or any other similar tool. 

The radical interpreter can use only publically available evidence to fi gure out what the 

target’s sentences mean. She begins with observable evidence about the target (i.e., the 

rational entity that speaks the language in question), which includes certain attitudes the 

target takes toward the sentences of the language (e.g., holding-true). The interpreter 

also has access to which events in the target’s environment cause the target to hold-true 

certain sentences of the language (the distal stimuli). From this basis, the radical inter-

preter has to construct an axiomatic theory (which includes specifying the referents of 

singular terms and the extensions of predicates) for the target’s language and a set of 

beliefs held by the target. Davidson describes a complex sequence of steps the radical 

interpreter performs to arrive at this goal. One crucial aspect of the construction is that 

the radical interpreter uses a principle of charity: in the vast majority of cases, when the 

target holds-true a sentence in a given circumstance, the sentence is true in that circum-

stance. The radical interpreter is able to go from relatively thin evidence (sentences 

held-true) to a relatively rich explanatory structure (beliefs and meanings) by assuming 

that that structure has certain features characterized by the theory of truth. 

    1   This claim is controversial; see  Foster ( 1976  ), Davidson (1976b, 1990), and  Lepore and Ludwig ( 2005  : 

Chs. 4, 8, 9; 2007) for discussion.  
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 For each pair <Tarskian axiomatic theory of truth, set of beliefs> the radical inter-

preter could attribute to the target, there is another pair that would be just as empirically 

satisfactory. Thus, to this extent, the meanings of our sentences and the contents of our 

beliefs are indeterminate. However, Davidson is quick to point out that (contra Quine) 

it does not follow there is no such thing as meaning or belief.   2    Rather, there is a hitherto 

unnoticed interdependence between taking a person to have certain beliefs and taking a 

person’s sentences to have certain meanings. 

 Although Davidson does not formulate it in these terms, he does draw attention to a 

problem that is analogous to the one faced by the radical interpreter: how to attribute 

beliefs and desires to a rational agent on the basis of that agent’s (non-verbal) behavior. 

The latter is a problem addressed by Bayesian decision theory as developed by Frank 

Ramsey, who lays out a procedure by which a person (whom we might call the  radical 

rationalizer ) begins with a target’s preferences and arrives at a set of degrees of belief and 

a set of degrees of desire for the target. The formal theory in this case is the theory of 

probability (for degrees of belief) and the theory of utility (for degrees of desire). One 

crucial aspect of the construction is that the radical rationalizer assumes that the target 

maximizes expected utility. The radical rationalizer is able to go from relatively thin 

evidence (ordinal preferences) to a relatively rich explanatory structure (degrees of 

belief and degrees of desire) by assuming that that structure has certain features charac-

terized by the theory of probability and the theory of utility.   3    

 Davidson argues that Bayesian decision theory and the theory of interpretation need 

to be combined into a single unifi ed theory of rationality. The theory of interpretation 

takes the agent’s desires for granted in assigning meanings and beliefs, and the Bayesian 

decision theory takes the meanings of the agent’s sentences for granted when assigning 

degrees of belief and degrees of desire. Moreover, the three concepts (belief, desire, and 

meaning) are equally unavailable to someone in the position of the radical interpreter 

and they are all on equal footing in terms of explanation. 

 To construct a unifi ed theory for a target, a theorist begins with a particular relational 

attitude, preferring-true, that obtains between the target and pairs of sentences. From 

this basis, Davidson shows how to arrive at a meaning theory for the target’s language (in 

the form of a Tarskian axiomatic theory of truth), a theory of the target’s degrees of 

belief (in the form of a theory of subjective probability), and a theory of the target’s 

degrees of desire (in the form of a theory of utility). The theorist uses both principles 

from above (i.e., charity and expected utility maximization) in addition to another, the 

 requirement of total evidence for inductive reasoning  which recommends that one give cre-

dence to the hypothesis supported by all available relevant evidence. The procedure for 

constructing the unifi ed theory is a combination of the radical interpreter’s procedure 

and the radical rationalizer’s procedure.   4    

    2   Davidson (1997b).  

    3   See  Ramsey ( 1926  ) and Davidson (1974b, 1976a, 1990).  

    4   Davidson (1974b, 1980b, 1990, 1995).  
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 Davidson’s unifi ed theory is really a unifi cation of formal semantics (used to explain 

meaning) and formal epistemology (used to explain beliefs and desires). His fundamen-

tal question is: what do rational entities have to be like in order for them to be able to 

interpret one another? His answer is that the unifi ed theory—which uses the axioms of 

probability as constraints on degrees of belief, the axioms of utility theory as constraints 

on degrees of desire, and the axioms of a Tarskian theory of truth as constraints on 

meaning—describes what a rational agent’s attitudes and linguistic competence have to 

be like so that her mental states and utterances are interpretable by another. The inde-

terminacy of interpretation still holds for the unifi ed theory of rationality: there are 

multiple, equally good ways of assigning a package of degrees of belief to an agent, 

degrees of desire to an agent, and meanings to an agent’s sentences. In sum, the axiomatic 

theory of truth with which we began is given empirical interpretation by being embed-

ded in a unifi ed theory of rationality. 

 For Davidson, truth cannot be analyzed or reduced to something more primitive—

he is not engaged in conceptual analysis or reductive explanation. 

  Here I would like to insert a remark about the methodology of my proposal. In philosophy we 

are used to defi nitions, analyses, reductions. Typically these are intended to carry us from con-

cepts better understood, or clear, or more basic epistemologically or ontologically, to others we 

want to understand. The method I have suggested fi ts none of these categories. I have proposed 

a looser relation between concepts to be illuminated and the relatively more basic. At the centre 

stands a formal theory, a theory of truth, which imposes a complex structure on sentences con-

taining the primitive notions of truth and satisfaction. These notions are given application by 

the form of the theory and the nature of the evidence. The result is a partially interpreted 

theory. The advantage of the method lies not in its free-style appeal to the notion of evidential 

support but in the idea of a powerful theory interpreted at the most advantageous point. This 

allows us to reconcile the need for a semantically articulated structure with a theory testable 

only at the sentential level. The more subtle gain is that very thin evidence in support of each 

of a potential infi nity of points can yield rich results, even with respect to the points. By know-

ing only the conditions under which speakers hold sentences true, we can come out, given a 

satisfactory theory, with an interpretation of each sentence.   5      

 A Davidsonian theory of truth describes certain essential features of rationality; it is an 

integral part of a unifi ed theory of meaning, belief, desire, and action. In addition, the 

unifi ed theory provides a way of giving an empirical interpretation to the axiomatic 

theory of truth at its heart. 

 It seems to me that an analogy Davidson draws between the unifi ed theory and 

measure ment theory illuminates many of his other philosophical views. He never gives 

this idea an extended treatment, but he expresses his commitment to it from his earliest 

work in empirical psychology through his last writings. I return to it after the next 

section.  

    5   Davidson (1973: 137).  
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     7.2  Measurement theory   

 One of Galileo Galilei’s most famous sayings is: 

  Philosophy is written in this grand book—I mean the universe—which stands continually open 

to our gaze, but it cannot be understood unless one fi rst learns to comprehend the language in 

which it is written. It is written in the language of mathematics, and its characters are triangles, 

circles, and other geometric fi gures, without which it is humanly impossible to understand a 

single word of it; without these, one is wandering about in a dark labyrinth.   6      

 The idea that the book of the world is written in the language of mathematics is argu-

ably the driving force behind the Scientifi c Revolution and all its developments up to 

the present. For centuries, scientists have followed the strategy of using mathematical 

theories to explain, predict, and control the world around us. But only recently, in the 

late nineteenth century, did they refl ect on this strategy enough to formulate an explicit 

theory of  it . Today, this body of work is known as  measurement theory . 

 Measurement theory is the study of how formal systems apply to the physical world; 

as I said, I like to think of it as somewhat analogous to set theory—it serves as an all-

purpose background theory for science in the way that set theory serves as an  all- purpose 

background theory for mathematics. Patrick Suppes, who has probably done more than 

anyone to develop measurement theory, writes:

  A procedure of measurement is needed in any area of science when we desire to pass from sim-

ple qualitative observations to the quantitative observations necessary for the precise prediction 

or control of phenomena. To justify this transition we need an algebra of empirically realizable 

operations and relations which can be shown to be isomorphic to an appropriately chosen 

numerical algebra. Satisfying this requirement is the fundamental problem of measurement 

representation.   7      

 Any time we use mathematics to describe, explain, predict, or control the physical world, 

we are implicitly using measurement theory. It gives a single coherent method of apply-

ing mathematics and formal theories to empirical phenomena. 

 According to measurement theory, the process of measurement involves three 

structures: 

     (i)   a  physical structure , which consists of physical entities, their properties, and 

relations  

   (ii)   a  relational structure , which consists of a set of (idealized) objects defi ned by 

principles specifying their properties and relations  

   (iii)   a  mathematical structure , which consists of a set of mathematical entities with 

mathematical properties and relations.    

    6    Galilei ( 1623  ) as translated in  Popkin ( 1966  : 65).  

    7    Suppes ( 1998  : 244).  



metrological naturalism and adt 193

 In addition to these three structures, there is a connection between the physical struc-

ture and the relational structure, and there is a connection between the relational struc-

ture and the mathematical structure. I use the term ‘measurement system’ for something 

consisting of these three structures and the connections between them.  Measurement  is a 

two-step process: (i) specifying the connection between the physical objects and physi-

cal relations in the  physical structure  to the idealized objects and relations defi ned by the 

axioms of the idealizing  relational structure , and (ii) constructing mathematical functions 

to connect the relations of the idealizing  relational structure  to relations of the  mathematical 

structure  so that the mathematical entities can represent the properties of the physical 

objects via the properties of the idealized objects. 

 Consider, as an example, the measurement system for length. In this case, the physi-

cal structure might be a group of straight rigid rods. People can manipulate those rods 

in various ways, including: (i) putting two rods next to each other with their ends fl ush 

to see which one extends beyond the other, and (ii) laying two rods end to end. The 

relational structure is a set of ideal rods whose members represent the rods in the physi-

cal structure together with the relations ‘x is longer than y’, which represents the physi-

cal relation of extending beyond, and ‘z is the concatenation of x and y’ which represents 

the physical operation of laying end to end. The axioms defi ning the relational struc-

ture include ‘ ‘longer than’ is transitive’, ‘concatenation is associative’, and ‘if A is longer 

than B, then the concatenation of A and C is longer than B’. The mathematical struc-

ture is the set of real numbers with the addition function and the greater-than 

relation. 

 The connection between the physical structure of rods and the relational structure of 

idealized rods is as follows. Each real rod is assigned an ideal rod. One lines up real rods A 

and B and determines whether A extends beyond B or B extends beyond A to deter-

mine whether the relation ‘A is longer than B’ holds in the relational structure between 

the ideal rods assigned to A and to B. One arranges real rods A and B end to end and the 

result is assigned a new ideal rod that is the concatenation of the ideal rods assigned to A 

and B. One lines up real rod A with the result of arranging B and C end to end to deter-

mine whether the relation ‘A is longer than the concatenation of B and C’ holds in the 

relational structure between the ideal rod assigned to A and to the concatenation of the 

ideal rods assigned to B and C.   8    

 The connection between the relational structure and the mathematical structure 

consists of mathematical functions. For example, a function f assigns real numbers to the 

ideal rods in such a way that if A is longer than B then f(A) > f(B), and f(the concaten-

ation of A and B) = f(A) + f(B). The function f assigns numbers to the ideal rods of the 

relational structure so that ‘greater than’ can represent ‘longer than’ and ‘the concaten-

ation of ’ can be represented by addition. 

    8   Note that there are more ideal rods than physical rods—there is an ideal rod for the concatenation of 

any number of physical rods.  
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 In the case of length, numbers are assigned to the physical rods as their lengths by 

combining the connection between the physical rods and the ideal rods with the con-

nection between the ideal rods and the real numbers. The real number assigned to an 

ideal rod represents the length of whatever the ideal rod models—either a physical rod 

or some concatenation of physical rods.  Figure  8   has a diagram of the entire measure-

ment system for length.   

 There are two crucial results for any measurement system: a representation theorem 

and a uniqueness theorem. A  representation theorem  says that there is a function from the 

relational structure to the mathematical structure that preserves the relations between 

the elements of the relational structure; e.g., a function f from the relational structure of 

rods, ‘longer than’, and concatenation to the real numbers so that rod x is longer than 
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rod y iff  f(x) > f(y), and rod z is the concatenation of rods x and y iff  f(z) = f(x) + f(y). A 

 uniqueness theorem  specifi es the class of relation-preserving functions from the relational 

structure to the mathematical structure; e.g., if f is one such function, then f ́  = nf is 

another (n>0). 

 A major focus of measurement theory is in formulating conditions on relational 

structures that are necessary or suffi  cient to prove a representation theorem. The most 

basic kind of relational structure is an extensive structure. Let X be a set, ≿ be a binary 

relation on X, and o be a closed binary operation on X. Then X =<X, ≿, o>, is an 

 extensive structure  iff  for all x, y, z ∈ X: 

     (i)  <X, ≿> is a weak order [i.e., ≿ is transitive and connected].  

   (ii)  o is associative [i.e., x o (y o z) = (x o y) o z)].  

   (iii)  ≿ is monotonic with respect to o [i.e., x ≿ y iff  x o z ≿ y o z].  

   (iv)   ≿ is Archimedean with respect to o [i.e., if x ⋩ y, then there is an integer n>0 

s.t. y o . . . o y (n times) ≿ x].  

   (v)  ≿ is positive [i.e., x o y ⋩ x].    

 With this defi nition in mind, we can state two important results about extensive struc-

tures (I omit the proofs). 

     Theorem 1 :  if X is an extensive structure, then there exists function ϕ from X to the real 

numbers such that for all x, y ∈ X:    

     (i)  x ≿ y iff  ϕ(x) ≥ ϕ(y), and  

   (ii)  ϕ(x o y) = ϕ(x) + ϕ(y).    

     Theorem 2 :  for any function ϕ that satisfi es the conditions in Theorem 1, there is another, ψ, 

s.t. ψ = nϕ, where n>0.     

 Much of the work in measurement theory is spent generalizing these results. The gen-

eralizations take one of two forms: (i) formulating new conditions on relational struc-

tures (e.g., diff erence structures, conjoint structures, non-additive structures, 

non-Archimedean structures, non-transitive structures, non-commutative structures, 

partial structures), and (ii) considering new mathematical structures (e.g., non-standard 

reals, Euclidean spaces, vector spaces, metric spaces, topological spaces). 

 Symmetry is a central notion of measurement theory. A symmetry in the technical 

sense as it is used in science is an invariance under a collection of transformations—that 

is, something that is unchanged by the transformations. In our case, if X = <X, R 
1
 , . . . , 

R 
n
 > is a relational structure and N = <N, M 

1
 , . . . , M 

n
 > is a mathematical structure, then 

there are several kinds of transformations one might consider: (i) transformations that 

take members of Φ, the class of all structure-preserving functions (homomorphisms) 

from X to N, to other members of Φ, (ii) structure preserving 1–1 transformations from 

N onto N (i.e., automorphisms of N), and (iii) structure preserving 1–1 transformations 

from X onto X (i.e., the automorphisms of X). 
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 Recall that Φ is the class specifi ed in a uniqueness theorem for the measurement sys-

tem that includes X and N, also known as the scale of measurement. It turns out that 

option (iii), the automorphisms of the relational structure, have special signifi cance. First, 

no matter what the relational structure, its collection of automorphisms constitute a 

special kind of mathematical entity: a  group  with respect to the operation of functional 

composition.   9    One can prove many representation theorems by using considerations 

about the group of automorphisms of a relational structure. 

 In addition, one can use properties of the groups of automorphisms of relational 

structures to classify all the possible scale types (the classifi cation scheme uses the prop-

erties of n-point homogeneity and n-point uniqueness). Below are some common 

scales: 

     (i)    Nominal  (simple labeling of items); e.g., Football jerseys, social security 

numbers.  

   (ii)   Ordinal  (simple ordering of items); e.g., Moh hardness, ordinal highway exits.  

   (iii)    Interval  (equal numerical intervals represent equal magnitudes of quantity; arbi-

trary zero); e.g., Celsius, Gregorian calendar, distance highway exits, utility.  

   (iv)    Ratio  (equal numerical intervals represent equal magnitudes of quantity; non-

arbitrary zero); e.g., Kelvin, grams, meters, seconds.  

   (v)   Absolute  (equal numerical intervals represent equal magnitudes of quantity; 

non-arbitrary zero, non-arbitrary unit); e.g., counting, probability.    

 There is much more to be said about measurement theory and symmetry considera-

tions, but we have enough background at this point.   10     

     7.3  Davidson and measurement theory   

 Davidson’s fundamental question is: what do rational entities have to be like in order for 

them to be able to interpret one another? In measurement theory, the fundamental ques-

tion is: what does an physical structure have to be like in order for there to be a relational 

structure that has a structure-preserving mapping into the relevant mathematical struc-

ture? Davidson uses the analogy between interpretation (i.e., attributing beliefs, desires, 

and meanings to a rational entity) and measurement (i.e., assigning mathematical entities 

to physical entities) to give an answer to his fundamental question that is analogous to an 

answer to the fundamental question of measurement theory.  Davidson’s answer is that the 

    9   A set G with a two-place operation o is a  group  iff : 

  (i)  G is closed under o 

  (ii)  o is associative 

  (iii)  there is an element (identity) e∈G s.t. for all a∈G, a o e = e o a = a and 

  (iv)  for all a∈G, there is an a´∈G s.t. a o a´ = e [a´ is the inverse of a, denoted ‘a -1 ’].  

    10   For more information on measurement theory, see  Suppes ( 1998  ) and  Narens ( 2007  ) for an introduc-

tion and see  Suppes et al ( 1971  , 1989, 1990), and  Narens ( 1986 ,  2002  ) for more advanced topics. See also 

 Suppes ( 2002  ), which applies the framework of measurement theory to many scientifi c topics.  
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unifi ed theory, which uses the axioms of probability to constrain degree of belief, the 

axioms of utility theory to constrain degree of desire, and the axioms of a Tarskian theory 

of truth to constrain meaning, describes what a rational agent’s attitudes and linguistic 

competence have to be like in order for it to be interpretable by another. 

 Davidson appeals to this analogy throughout his career. Here is a representative 

passage: 

  I suggest that we think of formal semantic theories in analogy with theories of fundamental 

measurement. In a theory of fundamental measurement, there are one or more primitive con-

cepts; in the case of the measurement of weight, for example, these may be the relation of one 

thing being at least as heavy as another and the operation of adding one thing to another (this 

is a function that maps two things on to their sum). These concepts are not defi ned, but before 

the theory can be applied to, or tested against, some collection of objects, a method for giving 

empirical content to the primitives must be indicated. (Thus  a  is at least as heavy as  b  if  a  does 

not go up in the pan of an equal-arm balance which holds  b  in the other pan.) A set of  axioms  

then specifi es the logical properties of the primitives and the entities to be measured. (So the 

axioms for weight will specify that the relation of being at least as heavy as is transitive, and that 

the sum of  a  and  b  is at least as heavy as the sum of  b  and  a .) 

 The aim of the theory is to describe in precise terms the sort of structure a set of entities must 

have if we are to assign weights to them. If weights are to have the properties we intuitively 

expect, the axioms must be proven suffi  cient to account for these properties. One of the things 

we want to prove ( about  the theory, not  in  the theory) is a representation theorem, which states 

that numbers can be assigned to the objects covered by the theory in a way that keeps track of 

the relations in weight among the diff erent objects. The second thing to be proven is a unique-

ness theorem, which states that if one set of numbers represents the weights of objects, then any 

other set of numbers that is related to the fi rst set by a certain kind of transformation will rep-

resent the weights just as well. In the case of weight, multiplication by any positive constant will 

transform one measure into another; weights in pounds are as good as weights in kilos. 

 Now let me compare a semantic theory for some speaker or group of speakers. Tarski’s truth 

defi nitions, when modifi ed to apply to natural languages, may be viewed as such theories. Like 

a theory for the measurement of weight, a semantic theory will place restrictions on one or 

more of primitive concepts. The most important primitive is that of truth. . . . The theory 

imposes a certain structure on any language it can describe; in giving the truth conditions of all 

the sentences of a language, it necessarily defi nes the logical relations among sentences. 

 We can think of such a theory as saying what is needed in order to understand a language; it 

describes what a speaker intuitively knows about his own language, and it can serve to interpret 

what such a speaker says. The adequacy of the theory for these purposes can be shown by dem-

onstrating that one can represent the properties of the object language in some language one 

understands. Thus the theory serves to validate a translation manual. Just as we use numbers as a 

convenient way of keeping track of the weights of objects, we keep track of the semantic features 

of a language by using sentences we understand. What makes the numbers so suited to this job is 

that we know exactly what structure they have. In much the same way, the sentences of a lan-

guage we understand have a known structure which we can use to understand other speakers.11   

    11   Davidson (1997a: 130–2)  
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 Here Davidson spells out the analogy between a measurement system for weight and 

the role of an axiomatic theory of truth in his unifi ed theory. He is clear that what func-

tions as the mathematical theory for the measurement system for rationality (i.e., the 

unifi ed theory) is not a mathematical structure, but rather the structure provided by the 

interpreter’s own language. The process the radical interpreter goes through is analo-

gous to the proof of a representation theorem for this measurement system. That is, it 

proves that there is a certain kind of mapping from the relational structure that repre-

sents the rational agent’s beliefs, desires, and meanings into the structure defi ned by the 

interpreter’s sentences and their logical and empirical relations to one another. The 

mapping assigns a sentence of the interpreter’s language to each of the rational agent’s 

beliefs, the rational agent’s desires, and the sentences of the rational agent’s language. In 

other words, it shows that the beliefs, desires, and meanings of a rational agent can be 

represented by an interpreter’s sentences.   12    The argument for the indeterminacy of 

interpretation is analogous to the proof of a uniqueness theorem for this measurement 

system. That is, it proves that for each mapping from the relational structure that repre-

sents the rational agent’s beliefs, desires, and meanings into the structure defi ned by the 

interpreter’s sentences, there are others that preserve all the relevant features of the rela-

tional system that represents the rational agent’s beliefs, desires, and meanings. In other 

words, it shows that there are many equally good ways of assigning beliefs, desires, and 

meanings to a rational agent. 

 One might wonder: in what way does this provide us with a theory of the nature of 

truth? 

 Consider the following passage from Davidson: 

  The measurement of length, weight, temperature, or time depends (among many other things, 

of course) on the existence in each case of a two-place relation that is transitive and asymmetric: 

warmer than, later than, heavier than, and so forth. Let us take the relation  longer than  as our 

example. The law or postulate of transitivity is this: 

 (L) L(x, y) and L(y, z) → L(x, z) 

    12   Davidson expands on this idea in the following passage from Davidson (1999a: 330–1): 

 My unifi ed theory of belief, preferences, and meaning is a crude attempt at saying how these basic proposi-

tional attitudes are related. If this much is more or less right, then it should be possible to demonstrate that 

someone with normal human capacities might, in theory, worm his way into the pattern of attitudes of 

another thinking creature. 

 The “logical order of progression” I outlined that an interpreter could follow in the attempt to discover 

the attitudes of an agent was meant to constitute, as I said, a sort of informal proof that the pattern I had 

postulated had the desired properties. My model here was Ramsey’s treatment of subjective probability and 

degree of belief. Ramsey defi ned a pattern he thought a rational agent’s beliefs and preferences would reveal 

in the pattern of his or her choices. He then described a series of steps, that is, choices, which would prove 

that the patterns had the desired properties; in eff ect, he was proving an adequacy and representation 

theor em. It was not his idea that anyone should use this story as an experimental design, though much later 

various people, including me, tried (with indiff erent success) to test the theory experimentally. No one sup-

poses that in our ordinary dealings with people we undertake this series of steps to determine their subjec-

tive probabilities and relatives values.  
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 Unless this law (or some sophisticated variant) holds, we cannot easily make sense of the concept 

of length. There will be no way of assigning numbers to register even so much as ranking in 

length, let alone the more powerful demands of measurement on a ratio scale. And this remark 

goes not only for any three items directly involved in an intransitivity: it is easy to show (given 

a few more assumptions essential to measurement of length) that there is no consistent assign-

ment of a ranking to any item unless (L) holds in full generality. 

 Clearly (L) alone cannot exhaust the import of ‘longer than’—otherwise it would not diff er 

from ‘warmer than’ or ‘later than’. We must suppose there is some empirical content, however 

diffi  cult to formulate in the available vocabulary, that distinguishes ‘longer than’ from the other 

two-place transitive predicates of measurement and on the basis of which we may assert that one 

thing is longer than another. Imagine this empirical content to be partly given by the predicate 

‘ O ( x, y )’. So we have this ‘meaning postulate’: 

 (M) O(x, y) → L(x, y) 

 that partly interprets (L). But now (L) and (M) together yield an empirical theory of great 

strength, for together they entail that there do not exist three objects  a, b , and  c  such that  O ( a, b ), 

 O ( b, c ), and  O ( c, a ). Yet what is to prevent this happening if ‘ O ( x, y )’ is a predicate we can ever, 

with confi dence, apply? Suppose we  think  we observe an intransitive triad; what do we say? We 

could count (L) false, but then we would have no application for the concept of length. We 

could say (M) gives a wrong test for length; but then it is unclear what we thought was the 

 content  of the idea of one thing being longer than another. Or we could say that the objects 

under observation are not, as the theory requires,  rigid  objects. It is a mistake to think we are 

forced to accept some one of these answers. Concepts such as that of length are sustained in 

equilibrium by a number of conceptual pressures, and theories of fundamental measurement are 

distorted if we force the decision, among such principles as (L) and (M): analytic or synthetic. It 

is better to say the whole set of axioms, laws, or postulates for the measurement of length is 

partly constitutive of the idea of a system of macroscopic, rigid, physical objects. 

 Just as we cannot intelligibly assign a length to any object unless a comprehensive theory holds 

of objects of that sort, we cannot intelligibly attribute any propositional attitude to an agent 

except within the framework of a viable theory of his beliefs, desires, intentions, and decisions.   13      

 For Davidson, the entire measurement system consisting of the three structures and the 

links between them is  constitutive  of the concepts involved. He uses the modifi er ‘partly’, 

but that just leaves it open whether there are other constitutive principles as well. Just as 

it makes sense to think of the entire measurement system for length as constitutive of 

the concepts involved, the entire measurement system that comprises the unifi ed theory 

of meaning, belief, and desire is constitutive of these concepts. For example, each of 

these aspects of the measurement system for length is constitutive of the concepts of 

length, longer than, concatenation, and rigid physical object. Attributing a single length 

to a single rigid object presupposes a measurement system for length whose elements 

are constitutive of the concepts of length and rigid object. Each of these aspects of the 

    13   Davidson  (1970: 220–1).  
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unifi ed theory along with other principles involved in the whole measurement system 

for rationality (e.g., the principle of charity, the principle of continence, the principle of 

total evidence) are constitutive of the concepts of belief, desire, meaning, action, and 

rationality. 

 Others have picked up on Davidson’s analogy between interpretation, rationaliza-

tion, and the unifi ed theory of meaning, belief, and desire on one hand and measure-

ment systems on the other, including Robert Matthews’ recent treatment, which 

focuses on propositional attitudes and semantics for propositional attitude attributions.   14    

Much more can be said about the analogy, but this will do for my purposes.  

     7.4  The nature of ascending truth and descending truth   

 From the discussion in  Chapter  1  , it should be clear that most of those who off er views 

on the nature of truth take themselves to be off ering conceptual analyses; of course, not 

all of them do—defl ationists argue that no analysis is possible—but even defl ationists 

often assume that their view is the only alternative to the philosophical analyses off ered 

(e.g., correspondence theories, coherence theories, epistemic theories, and pragmatic 

theories). I think that it is outdated to expect that a proper philosophical theory of some 

concept ought to be an analysis. In the Introduction of this book I mentioned metro-

logical naturalism as an alternative to conceptual analysis and other kinds of reductive 

explanations. That will be the kind of theory of ascending and descending truth I off er 

since I do not think that these concepts can be analyzed or reductively explained. It 

would be nice to have a detailed account of metrological naturalism beyond the basic 

dictum (i.e., cast a theory of some philosophical notion X in terms of a measurement 

system for X), and a comparison with other kinds of methodological naturalist views, 

but length considerations prevent it. Instead, this section is an exercise in this philo-

sophical methodology, which will have to wait for future work for a full development. 

 Consider fi rst the mathematical theories that constitute logical approaches to the 

aletheic paradoxes and their empirical interpretations that constitute philosophical 

approaches to the paradoxes (from  Chapter  1  ). Philosophical approaches to the aletheic 

paradoxes do two things: they tell us something about the truth predicate that is relevant 

to solving the aletheic paradoxes (i.e., to pursuing one or more of the projects and solv-

ing one or more of the problems) and they tell us something about the paradoxical 

truth-bearers and the paradoxical reasoning. Logical approaches specify principles truth 

predicates obey and logics that are compatible with these principles. The theories of 

truth off ered by logical approaches apply to certain artifi cial languages and these 

 theorists use techniques from mathematical logic to investigate the properties of 

    14    Matthews ( 2007 ,  2009  ); see also  Green ( 1999  ),  Dresner ( 2004 ,  2006  ,  2010a ,  2010b ), and  Sassoon 

( 2010  ).  
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these theories and prove things about them (e.g., consistency relative to a background 

mathematical theory). 

 In measurement-theoretic terms, the sections of  Chapter  1   on philosophical and log-

ical approaches are dedicated to investigating: (i) a physical structure—our practice of 

using the concept of truth, which includes how we use truth predicates of natural lan-

guages, (ii) relational structures—various precise principles truth predicates obey and 

other relevant principles (e.g., logical principles), which are studied for artifi cial lan-

guages, and (iii) mathematical structures—the mathematical models for artifi cial lan-

guages, truth predicates, principles of truth, and logics. Once we have this structure in 

view, it becomes clear that  philosophical approaches  to the paradoxes state conditions on 

relations between the physical structure and the relational structure; occasionally, they 

contain full-on specifi cations of the connection, other times we are left to guess. Either 

way, they tell us something about items in the physical structure (e.g., the syntactic, 

semantic, and pragmatic features of the truth predicate and the sentences that contain it) 

and its connection to the relational structure (e.g., how idealized truth predicates work 

in artifi cial languages that are meant to model natural languages). It also becomes clear 

that  logical approaches  specify (at least partial) relational structures, mathematical struc-

tures, and connections between them. Thus, the link between philosophical approaches 

and logical approaches  is  the link between the Physical–Relational connection and the 

Relational–Mathematical connection. Furthermore, a fully articulated combination 

approach to the aletheic paradoxes is a full-on measurement system for truth. 

 Finally, recall the distinction between the descriptive project (i.e., a theory of our 

aletheic practice as it is) and the prescriptive project (i.e., a theory of what our aletheic 

practice should be). Depending on one’s diagnosis of the paradoxes, one might need two 

theories—a complete measurement theory for truth as we currently use it (i.e., a 

descriptive project) and a complete measurement theory for truth (or related notions) as 

we should use it (i.e., a prescriptive project). 

 According to metrological naturalism, a theory of ascending and descending truth 

ought to be a measurement theory for ascending truth and descending truth. Note that 

these two concepts are to be explained together given the connection between them 

(i.e., p is descending true iff  p’s negation is not ascending true). The physical structure is 

a natural language practice—that is, a group of rational entities that use a system of spo-

ken and written symbols for communication, calculation, reasoning, record-keeping, 

and various other activities. The goal of the measurement system is to assign ascending 

truth values and descending truth values to the utterances in the practice. 

 The relational structure consists of ADT—the formal theory of ascending and 

descending truth, and a fi rst-order artifi cial language of the type that is familiar in for-

mal semantics and formal logic—it has an exactly specifi ed syntax (e.g., it is decidable 

whether a given string is a well-formed formula of the language), logical vocabulary, and 

an ascending truth predicate and a descending truth predicate. This artifi cial language 

also has the ability to refer to its own syntax so it can construct sentences like ascending 

liars and descending liars. 
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 The mathematical structure is the model theory of xeno semantics, which was 

described in the previous section. It consists of a domain of entities, a set of nodes (or 

worlds), and mathematical constructions on the set of nodes (e.g., the division between 

traditional and non-traditional, accessibility relations, and a neighborhood function). 

 The connection between the physical structure (the natural language) and the rela-

tional structure (ADT and the artifi cial language) is the usual one that linguists, logi-

cians, and philosophers of language have studied for decades. Sentences of the natural 

language uttered in the linguistic practice are matched with sentences of the artifi cial 

language in such a way that the sentences of the artifi cial language are said to give the 

 logical form  of the sentences of the natural language. For example, the natural-language 

sentence ‘all ravens are black’ might be matched to the artifi cial language sentence ‘(∀x)

(Rx → Bx)’.   15    This matching procedure is ridiculously complex and there are still many 

unresolved issues; nevertheless, it is the basis for all work in formal semantics.   16    Note that 

since most natural languages do not (yet!) have ascending and descending truth predi-

cates, chances are that no sentences of the natural language will be matched to the sen-

tences of the artifi cial language that contain an ascending truth predicate or a descending 

truth predicate. 

 The connection between the relational structure and the mathematical structure can 

be described in these terms. The linguistic expressions are represented by elements of 

the mathematical structure in the usual way; e.g., singular terms are assigned elements of 

the domain, predicates are assigned subsets of the domain, term functions are assigned 

functions from the domain to the domain, and so on. The focus of the last chapter was 

on how to represent the descending truth predicate, the ascending truth predicate, and 

the safety predicate. These are given an especially complex interpretation in the math-

ematical structure, which involves the nodes and the various constructions on the nodes 

in xeno semantics. The key to the representation of the relational structure is a defi ni-

tion of truth-in-a-model, which is used to show that a sentence of the artifi cial language 

is a theorem of the formal theory (in our case, ADT) only if every model that makes the 

axioms of ADT true also makes the sentence in question true. Notice that the soundness 

theorem in the appendix to Chapter 6 is a representation theorem for this measurement 

system—it says that the relational structure can be represented in the mathematical 

structure such that any derivation in the relational structure is valid in the mathematical 

structure. I have not provided a completeness proof, which would be somewhat akin to 

a uniqueness theorem; so, to that extent, the measurement system for ADT is incom-

plete and will have to await further work.   17    

    15   One might use some other formalism instead (e.g., interpreted logical forms); see  Larson and Ludlow 

( 1993  ).  

    16   In  Predelli ( 2005  ) there is a distinction between sentences uttered in the linguistic practice and clause/

index pairs that are input for an interpretive system (more on this in the next chapter).  

    17   Again, I am not confi dent that ADT is complete with respect to the class of acceptable xeno models. If 

it is not, then two questions arise: (i) what needs to be added to ADT to make it complete and (ii) what is 

ADT complete with respect to?  
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 The assignment of ascending truth values and descending truth values goes as fol-

lows—‘descending true’ ends up being represented by a subset of the domain, which 

consists entirely of sentences of the artifi cial language. If a sentence of the natural lan-

guage has one of these sentences as its logical form, then it is descending true. If not, 

then it is not descending true. Likewise for ascending truth.   18    

 I want to make several points about this measurement system for ADT. First, let us say 

that our natural language does have words for ascending truth and descending truth. We 

know that we can assign descending truth values and ascending truth values to the sen-

tences of that language without any inconsistencies since we can do that for the artifi cial 

language in the relational structure and our artifi cial language has no expressive 

limitations. 

 Second, one should think of the whole measurement system as an explanatory super-

structure that fi ts over the natural linguistic practice in order to make sense of it. The 

entire measurement system should be fi t according to some of the guiding principles 

already discussed. For example, ascending truth and descending truth should be as close 

as possible to truth—that is, the class of unsafe sentences should be made as small as pos-

sible. A result is that any sentence that contains no semantic vocabulary is safe. These 

principles guide the application of ADT to particular natural languages rather than 

appearing as specifi c axioms of ADT. As such, they function like the principle of charity 

in Davidson’s unifi ed theory. 

 Third, the entire measurement system for ascending and descending truth should be 

thought of as constitutive of these concepts (along with safety). This attitude fi ts per-

fectly with the claims made by Davidson about the elements of a measurement system 

being constitutive of the concepts in question. The account of constitutive principles 

given in  Chapter  2   dovetails well with Davidson’s talk of constitutivity in this context. 

 Fourth, Davidson thinks that a Tarskian axiomatic theory of truth serves as a meaning 

theory for a particular language. In  Chapter  4  , I argued that the choice of a Tarskian axi-

omatic theory is a poor one. Instead, ADT should occupy that slot in a Davidsonian 

unifi ed theory. That is, the theory of ascending and descending truth serves as a mean-

ing theory for a language. I provide the details in the next chapter.         

    18   Note that although the ascending truth predicate and the descending truth predicate have normal 

semantics (i.e., extensions), the xeno semantics gives us a nice way of calculating what is in these sets.  



   When we replace a concept we have to reevaluate its connections to other concepts. For 

example, replacing the concept of mass had implications for how to understand force, 

momentum, energy, etc. Our concept of truth is a popular explanans—predication, ref-

erence, validity, meaning, knowledge, and assertion are all closely related to truth, and 

popular theories of these concepts explain them by appeal to truth. What is an inconsist-

ency theorist to say about these theories? 

 For any given concept X that is customarily explained in terms of truth by a theory 

T, we have several options for a new theory T´ of X: 

      (i)   X is conceptually tied to one of the replacements (but not the other).  Strategy : 

replace ‘true’ in T by just one of the replacement predicates to get theory T´. 

 Example : proof.  

    (ii)   X is conceptually tied to each of the replacements.  Strategy : replace ‘true’ in T 

by one of the replacement predicates to get one theory, T´, and replace ‘true’ in 

T by the other to get another theory, T´´.  Example : inquiry.  

    (iii)   X is conceptually tied to both of the replacements.  Strategy : reformulate T in 

terms of some combination of the replacement predicates to get theory T´. 

 Examples : objectivity, belief, and meaning.  

    (iv)   X is not conceptually tied to either of the replacements.  Strategy : explain X in 

some other way.  Examples : assertion, knowledge, and validity.  

    (v)   X is inconsistent as well.  Strategy : if X is useful, then it too should be replaced, 

and one should search for theories T´, T´´, . . . linking X’s replacements with 

truth’s replacements.  Examples : predication and reference.     

 Perhaps there are other options as well, but these seem to be the primary ones. In this 

section, there are examples of each of these fi ve options. The discussion in this chapter 

should answer many questions about what happens to our conceptual scheme after the 

aletheic revolution. Note that each of these topics is complex, subtle, and has a vast lit-

erature; this discussion should be treated as a fi rst step rather than the fi nal word.  

             8 

Minimal Mutilation   
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     8.1  Proof   

 As our fi rst example, consider the concept of proof. There is a remarkably complex 

mathematical theory of proof that I am not going to consider.   1    However, there is also 

the intuitive principle that if a proposition or sentence is proven, then it is true. The 

converse is obviously incorrect since there are many truths yet to be proven. Moreover, 

even the weaker ‘if a proposition or sentence is true, then it is provable’ has to be rejected 

because of Gödel’s incompleteness theorem.   2    Nevertheless, we should consider what 

happens to our intuitive principle of proof: 

  (Proof ) If a sentence or proposition is proven, it is true.   

 We might consider replacing ‘true’ in (Proof ) by ‘descending true’. However, we have 

ready-made counterexamples to the resulting principle. For example, ADT proves that 

descending liars (i.e., sentences that say of themselves that they are not descending true) 

are ascending true and not descending true. However, that the descending liar is not 

descending true is the content of the descending liar itself. Thus, ADT proves the 

descending liar (and proves that it is not descending true). Therefore, proven items need 

not be descending true. 

 Instead, we might try ascending truth. The resulting principle would be: 

  (Proof-A) If a sentence or proposition is proven, it is ascending true.   

 This principle is fi ne, and it follows from the defi nition of ascending truth. That is, if 

some theory T proves p, then given the defi nition of ascending truth, it also proves that 

p is ascending true. Therefore, we should use (Proof-A) as our conceptual connection 

between proof and the replacement concepts.  

     8.2  Inquiry   

 Many people take truth to be a goal of inquiry. I say ‘a goal’ instead of ‘the goal’ because 

there are many other goals as well, and truth, by itself, is never thought to be suffi  cient to 

justify inquiry. For example, one could inquire into whether there will be a prime 

number of Homo sapiens alive at the beginning of the next leap second, but that hardly 

seems like a worthwhile inquiry, even if it did produce something true. 

 Michael Lynch formulates the connection between truth and inquiry as:

  (Inquiry) Other things being equal, true beliefs are a worthy goal of inquiry.   3      

    1   See  Troelstra and Schwichtenberg ( 2000  ),  Hendricks ( 2000  ), and Restall (MS) for more on proof 

theory.  

    2   It is actually a much more technical version of this claim that is ruled out by Gödel’s theorem, but the 

details do not matter for my purposes here. See  Boolos, Burgess, and Jeff rey ( 2002  ) and  Smith ( 2007  ) and 

for discussion.  

    3    Lynch ( 2009  : Ch. 1).  
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 Instead of having to choose between an ascending reading of this principle and a 

descending reading, we can endorse both of them. That is, each of the following princi-

ples is acceptable: 

  (Inquiry-A)  Other things being equal, ascending true beliefs are a worthy goal of 

inquiry. 

 (Inquiry-D)  Other things being equal, descending true beliefs are a worthy goal of 

inquiry.   

 Of course, if a belief is descending true, then it is ascending true. However, neither is suf-

fi cient to justify an inquiry (for reasons given above). Moreover, some unsafe sentences 

are a worthy goal of inquiry, so it is wrong to say that any worthy inquiry results in 

descending true beliefs. I suppose that means I am reading a lot into the  ceteris paribus  

clauses of these principles. Either way, from my perspective, the concept of inquiry is a 

good example of one for which option (ii) is appropriate.  

     8.3  Objectivity   

 The third option is that we might be able to reformulate the philosophical theory in 

question in terms of ascending truth  and  descending truth. There are several examples 

of this: objectivity, belief, and meaning. 

 The case of objectivity is extremely complex and I would like to discuss the relation 

between ascending and descending truth and Crispin Wright’s views on objectivity, but 

I do not have the space.   4    Instead, consider the principle Michael Lynch presents:

  (Objectivity)  The belief that ϕ is true iff  with respect to the belief that ϕ, things are 

as they are believed to be.   5      

 Here we cannot just keep the same principle but substitute ‘ascending true’ or ‘descend-

ing true’ for ‘true’. The problem is that ‘the belief that ϕ is ascending true iff , with 

respect to the belief that ϕ, things are as they are believed to be’ is unacceptable since the 

left-to-right direction fails, while ‘the belief that ϕ is descending true iff , with respect to 

the belief that ϕ, things are as they are believed to be’ is unacceptable because the right-

to-left direction fails. Instead, we can have: 

  (Objectivity-A)  The belief that ϕ is ascending true  if  with respect to the belief that 

ϕ, things are as they are believed to be. 

 (Objectivity-D)  The belief that ϕ is descending true  only if , with respect to the 

belief that ϕ, things are as they are believed to be.   

 Note that these are merely reformulations of the constitutive principles for ascending 

truth and descending truth, respectively. Once we split the original biconditional into its 

    4    Wright ( 1992 ,  2003  ).         5    Lynch ( 2009  : Ch. 1).  
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two component conditionals, we can reformulate each one as a legitimate principle 

connecting objectivity to a replacement concept.  

     8.4  Belief   

 Another principle Lynch emphasizes is: 

  (Norm of Belief )  It is prima facie correct to believe that ϕ iff  the proposition that ϕ 

is true.   6      

 Again, substituting in ‘ascending true’ or ‘descending true’ does not work. There are 

ascending true propositions that it is not prima facie correct to believe (e.g., the ascend-

ing liar and the negation of the descending liar), and there are propositions it is prima 

facie correct to believe that are not descending true (e.g., the descending liar and the 

negation of the ascending liar). Instead, try: 

  (Norm of Belief-A)  It is prima facie correct to believe that ϕ  only if  the proposition 

that ϕ is ascending true. 

 (Norm of Belief )  It is prima facie correct to believe that ϕ  if  the proposition that 

ϕ is descending true.   

 Again, once we split the biconditional into its component conditionals, we can formu-

late acceptable principles linking the original concept to the replacement concepts.  

     8.5  Meaning   

 The connection between meaning and truth is our third example of option (iii). This 

topic has come up throughout the book, and encapsulates perhaps the most important 

explanatory function of truth. There is a huge debate in linguistics and philosophy of 

language about the extent to which sentences have invariant meanings and the extent to 

which truth conditions constitute these meanings (if anything does).   7    It is my view that 

there is a coming revolution in philosophy of language caused by the realization—

which is already a dominant view in linguistics—that dynamic semantic theories have 

tremendous explanatory advantages over their static brethren, and once one makes the 

transition to dynamic semantics, it is not clear what place truth conditions have in 

explaining meaning any more.   8    Despite the potentially revolutionary consequences this 

change will bring for issues in philosophy of language, few, if any philosophers of 

    6    Lynch ( 2009  : Ch. 1).  

    7   See Davidson (1967, 1973, 1982, 1986, 1992, 1997b),  Carston ( 1988 ,  2002  ,  2008 ,  2009 ),  Bar-On, 

Horisk, and Lycan ( 2000  ),  Recanati ( 2002 ,  2004  ,  2007 , 2008, 2010),  King ( 2003  ),  Cappelen and Lepore 

( 2003  ),  Stanley ( 2005  ),  Predelli ( 2005  ), Lepore and Ludwig (2007),  Travis ( 2008  ), and  Cappelen and Hawthorne 

( 2009  ) for discussion.  

    8   For discussion of dynamic semantic theories, see  Kamp ( 1981  ),  Heim ( 1983  ), Groenendijk and Stakhof 

(1991),  Beaver ( 2001  ), and  Dekker ( 2010  ).  
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 language seem to have paid it much attention. Nevertheless, in this section I will con-

sider only the traditional and relatively uncontroversial (in philosophy) claim: 

  (Meaning)  The proff ered content of a sentence uttered (plus perhaps other contex-

tually determined parameters) determines its truth conditions.   9      

 Again, it does not seem that simply substituting ‘ascending truth’ or ‘descending truth’ 

would result in a satisfying theory, since each of those would leave something out 

(namely, the other). Instead, we need something more complex like: 

  (Meaning-AD)  The proff ered content of a sentence uttered (plus perhaps other 

contextually determined parameters) determines its ascending 

truth conditions and its descending truth conditions.   

 The main idea is that instead of a single set of conditions (i.e., truth conditions), mean-

ing is explained in terms of dual conditions (i.e., the conditions under which the sen-

tence is ascending true and the conditions under which the sentence is descending 

true). Of course, for the vast majority of sentences (i.e., all the safe ones), their ascending 

truth conditions and their descending truth conditions will be the same, so the new 

principle will not have much eff ect on them. However, the change makes a huge diff er-

ence when it comes to sentences like liars. It is impossible for standard truth-conditional 

theories of meaning to assign truth conditions to liar sentences—trying to do so results 

in an inconsistent theory. However, together with the claim that ‘true’ is assessment-

sensitive (coming up in  Chapter  9  ) and the theory of the replacement concepts (ADT), 

(Meaning-AD) can easily account for the meanings of liar sentences, even contingently 

paradoxical ones. Moreover, (Meaning-AD) works for ascending liars and descending 

liars as well. In the rest of this section, I consider two related issues—how to use ascend-

ing and descending truth to give an account of classical expressibility delimiters (CEDs) 

and how to use ascending and descending truth in formal semantics. 

 Recall that in  Chapter  4   I mentioned Lionel Shapiro’s idea of a CED and its role in 

revenge objections. The notion of  being G  is a  classical expressibility-delimiter  for the lan-

guage L just in case we get all instances (for ‘H’) of the following:

  If a formula f(x) expresses the notion of being H, then for all names n in L: 

 (ia) If f(n) is G, then the referent of n is H. 

 (ib) If the referent of n is H, then f(n) is G. 

 (iia) If ¬f(n) is G, then the referent of n is not H. 

 (iib) If the referent of n is not H, then ¬f(n) is G.   

 Despite the fact that neither ascending truth nor descending truth serve as a CED by 

itself, one can show that, together, they can serve as an expressibility delimiter for a lan-

guage L, since we get all instances of the following: 

    9   The parenthetical addition is meant to accommodate non-indexical contextualism and assessment-

sensitivity views (see below).  
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  If a formula f(x) expresses the notion of being H, then for all names n in L: 

 (ia) If f(n) is descending true, then the referent of n is H. 

 (ib) If the referent of n is H, then f(n) is ascending true. 

 (iia) If ¬f(n) is descending true, then the referent of n is not H. 

 (iib) If the referent of n is not H, then ¬f(n) is ascending true.   

 Although I am not convinced that CEDs are of much use in dealing with natural lan-

guages, they are helpful in dealing with artifi cial languages, and we do not have to give 

this up when we replace truth. 

 In the rest of this subsection, I describe in detail another aspect of the connection 

between meaning and ascending and descending truth by showing how to do semantics 

with these replacements for truth.  Please note well : this is not just an illuminating exer-

cise—I use this framework in  Chapter  9   when I off er an assessment-sensitive semantic 

theory for our inconsistent concept of truth. 

 I am going to assume that the reader has some familiarity with formal semantics in 

the Montogovian and Kaplanian traditions. Because there is little agreement on the ter-

minology, especially when it comes to more contentious views like non-indexical con-

textualism and assessment-sensitivity, this presentation follows the recent and infl uential 

treatment of formal semantics for natural language by Stefano Predelli.   10     Although any 

presentation of this topic is bound to generate controversy, I do not think that the details 

matter—I could have used any recent account. 

 Predelli is careful to distinguish between a  linguistic practice , which consists of rational 

entities making noises and inscriptions in the course of their interactions with other 

rational entities, and an  interpretive system , which is used as a tool by natural-language 

semanticists to explain the semantic properties of those noises and inscriptions. On Pre-

delli’s view, there is a layer of processing that occurs between the linguistic practice and 

the interpretive system. For this reason, interpretive systems do not take natural-lan-

guage sentences as input; instead, their inputs are complex structures that result from 

disambiguating sentences. I use Predelli’s neutral term ‘clause’ for these items.   11    In addi-

tion, the interpretive system needs information about the context of utterance (for con-

text-dependent expressions). Again, following Predelli, I use the term ‘index’ for the 

information that gets fed into the interpretive system, and ‘context’ for the concrete 

environment in which the utterance is performed.   12    Just as interpretive systems accept 

only specifi c inputs, they produce special outputs. The goal is assigning truth conditions 

to sentences uttered in the linguistic practice, but there is an additional level of com-

plexity between the output of the interpretive system and the assignment of truth con-

ditions. Instead, the interpretive system outputs  t-distributions , which are assignments of 

    10    Predelli ( 2005  ).  

    11   Some theorists deny that there is a distinction between clauses (i.e., inputs to a formal semantic theory) 

and natural-language expressions—nothing in my treatment hangs on it.  

    12   Note that contexts in this sense can be modeled using standard pragmatic theories discussed earlier in 

Chapters 1 and 3; see Stalnaker (1970, 1974, 1978, 1998),  Lewis ( 1979  ), and Roberts (1996, 2004, 2010).  
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truth values to clause/index pairs (or propositions) relative to points of evaluation. The 

points of evaluation contain information like a possible world and a time. 

 In order to accommodate the assessment-sensitivity view of ‘true’ proposed in  Chap-

ter  9  , we need to distinguish between a presemantic theory, a semantic theory and a post-

semantic theory.   13    Interpretive systems are semantic theories—they take clause/index 

pairs as input and produce t-distributions as output.  Presemantic  theories take natural-

language utterances as input and produce clause/index pairs are output. Thus preseman-

tic theories relate natural-language utterances to semantic theory inputs.  Postsemantic  

theories take t-distributions as input and produce truth values and truth conditions for 

natural-language utterances. Hence, postsemantic theories relate semantic theory out-

puts to natural-language utterances. In sum, we begin with a natural-language utterance, 

run it through a presemantic theory to arrive at a clause/index pair, then use a semantic 

theory to compute a t-distribution for that clause/index pair, and fi nally use a post-

semantic theory on that t-distribution to generate truth conditions and a truth value for 

the natural-language utterance with which we began. See  Figure  9   for a handy diagram.   

 Again, the terminology here is controversial. The distinction between semantic the-

ory and postsemantic theory is  not  the distinction between a theory of linguistic content 

and a theory of pragmatic phenomena like implicature. Rather, the distinction between 

semantic theory and postsemantic theory is within the realm of linguistic content. It is 

required by any theory that distinguishes the proposition expressed by a sentence (or the 

content of a linguistic expression) and the truth conditions of a sentence (or the exten-

sion of a linguistic expression). As I use the terms, propositions and contents are assigned 

by a semantic theory, and truth conditions and extensions are assigned by a postsemantic 

theory, which takes as input propositions and contents together with information from 

the context of utterance (e.g., world) and possibly the context of assessment. Many peo-

ple use ‘semantic theory’ to cover the totality of what I am calling presemantic theory, 

semantic theory, and postsemantic theory. However, nothing of substance turns on this 

terminological diff erence. 

 Let us now look at intensional semantic theories, which assign truth values to proposi-

tions. Following Kaplan, we distinguish between two levels in the semantic theory.   14    At the 

fi rst level, expressions are assigned a character, while, at the second level, the character/

index pair is assigned a content. The output of the intensional semantic theory is an 

assignment of an extension to this content at every point of evaluation (in the case of sen-

tences, their contents are propositions and their extensions are truth values). As such we 

can think of characters as functions from indexes to contents, and we can think of contents 

as functions from points of evaluation to extensions. See  Figure  10   for a diagram.   

 The output of an intensional semantics (a t-distribution) is an assignment of truth values 

to contents at points of evaluation. To get from this to a truth value and a truth condition for 

the utterance in question, we need a postsemantic theory. It is standard to use something like:

    13   I get the term ‘presemantic’ from  Perry ( 2001  ) and ‘postsemantic’ from  MacFarlane ( 2003  ).  

    14   See  Kaplan ( 1989  ).  
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   (1)  A sentence p is true at a context c iff  the content assigned to the clause that 

represents p with respect to the index that represents c is true at the point of 

evaluation that represents the world and time of c.   

 Note that we have defi ned clause truth at an index in terms of the output of the 

semantic theory—in this case, it is content truth at a point of evaluation (more on this 

below). 

 After that brief introduction, we are ready to consider how to replace truth with 

ascending truth and descending truth in this framework. The concept of truth plays 
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no role in the presemantics, so it is fi ne. The semantics assigns truth values to contents 

as points of evaluation and the postsemantics provides a recursive defi nition of ‘sen-

tence x is true in a context of use’ or ‘sentence x is true in a context of use from a 

context of assessment’ (depending on whether one admits assessment-sensitive 

expressions). I claim that truth is not really playing a role in the semantics, but it is in 

the postsemantics. 

 Begin with the postsemantics. Although the notions of truth at a context of use or 

truth at a context of use from a context of assessment are distinct from the concept of 

truth (i.e., the latter is monadic, while the former two are polyadic), they are still suscep-

tible to paradox. In particular consider the following sentences: 

   (2)  For all contexts of use u, (2) is not true in u. 

  (3)  For all contexts of use u and for all contexts of assessment a, (3) is not true in 

u from a.   
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 These are both paradoxical (indeed, (2) is routinely used in revenge paradoxes for con-

text dependence approaches to the paradoxes).   15     This is good evidence that these con-

cepts are inconsistent (I am not going to argue this point further). 

 In order to avoid using a postsemantic theory that appeals to inconsistent concepts, 

we need a new postsemantic theory. There are two obvious ways to do this: 

      (i)   a postsemantic theory that takes as input the t-distribution from a semantic 

theory (whatever that turns out to be) and outputs sentence ascending truth 

in a context of use and descending truth in a context of use.  

    (ii)   a postsemantic theory that takes as input the t-distribution from a semantic 

theory (whatever that turns out to be) and outputs sentence ascending truth in 

a context of use from a context of assessment and sentence descending truth 

in a context of use from a context of assessment.    

 If a language contains no assessment-sensitive terms at all, then (i) will be fi ne; other-

wise, (ii) is appropriate. 

 Note that these theories make use of predicates that we have not seen yet: ‘x is ascending 

true in context u’, ‘x is descending true in context u’, ‘x is ascending true in context u from 

context a’, and ‘x is descending true in context u from context a’. ADT, the theory of 

ascending and descending truth, is a theory of the 1–place predicates, ‘x is ascending true’, 

and ‘x is descending true’; thus, ADT does not serve as a theory of these new polyadic 

predicates. Although it might be helpful to develop a formal theory of them, I am not 

going to do so here. Note that one need not adopt a formal theory of ‘x is true in context 

u’ to be able to use it in semantics for natural language. For example, John MacFarlane 

appeals to theories of assertion to help readers understand ‘x is true in context u from con-

text a’, but he does not give even an intuitive theory of it, much less a formal theory.   16    

From what has been said so far about ascending truth and descending truth, these new 

predicates should not pose any real problems in understanding. At worst, one would have 

to say that they are implicitly defi ned by the postsemantic theory in question. 

 So much for replacing truth in the postsemantics; what about the semantic theory? 

A semantic theory outputs a t-distribution, which is an assignment of a truth value to 

a proposition at each point of evaluation. Does this use of truth need to be replaced as 

well? I do not think so. If we look at the way the semantic theory works, we can see 

that it is powered by truth-in-a-model, not truth. Truth-in-a-model is a mathemati-

cal concept, and it is not the same as truth. For discussion, fi x a model M. The claim 

that some clause is true-in-M is fully representable in set theory as a mathematical 

function from one set-theoretic entity to another. As long as the relevant mathemati-

cal theory (e.g., ZFC) is consistent (and we have no reason to think it is not), there is 

no problem whatsoever with truth-in-M. It is not an inconsistent concept. 

    15   See  Juhl ( 1997  ). In addition, (3) can be used to generate a revenge paradox for someone like  Billon 

( 2011  ).  

    16    MacFarlane ( 2005a  ).  
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 Still, one might ask, what about paradoxes with truth-in-M? As long as our language 

has the relevant mathematical locutions, we can formulate a sentence like: 

   (4)  (4) is not true-in-M.   17      

 However, there is no reason to think that (4) is paradoxical. For one, (T-In) and (T-Out) 

fail for ‘true-in-M’. That is, there is no reason to think that ‘p is true-in-M’ follows from 

p since there is no reason to think that p is even representable in the language for which 

M is a model, and, even if it is representable, there is no reason to think that p would be 

true-in-M. For example, M might assign some bizarre meaning to p. In addition, ‘p is 

true-in-M’ does not entail p since there is no reason to think that M represents the way 

the world is. Obviously, representing the world is the notion that would be needed to 

get (T-Out), but the semantics does not appeal to it. What about sentences like: 

   (5)  For all M, (5) is not true-in-M?   

 Does (5) pose a problem? No. Quantifying over set-theoretic entities is complicated 

business, and explaining why (5) is benign would take us too far afi eld into the technical 

details of mathematical logic. It should be suffi  cient to note that (5) is a mathematical 

claim, pure and simple. As long as set theory (ZFC will do) is consistent, we know that 

(5) does not pose a problem. 

 Still, a question remains: how do we get from a t-distribution (as the output of the 

semantic theory) to an assignment of ascending truth conditions and descending truth 

conditions? There are a couple of ways to accomplish this: (i) add an extra slot to the 

points of evaluation that selects whether we are evaluating the proposition in question 

for ascending truth or descending truth, or (ii) defi ne ascending-truth-in-a-model and 

descending-truth-in-a-model and assign values for each independently to each prop-

osition (e.g., assign either 0 or 1 for the ascending-truth-in-a-model value and either 2 

or 3 for the descending-truth-in-a-model value). Although (ii) is more elegant and 

probably the correct way to proceed, it would require a lengthy detour through the 

semantics for ADT (from the Appendix to  Chapter  6  ); it would also treat a proposition 

as a  relation  between the set of points of evaluation  and  {0, 1, 2, 3} instead of as a  function  

from the set of points of evaluation  to  {0, 1}, which would need some discussion. So, 

in this treatment, I follow the vulgar but accessible option (i), and leave (ii) for future 

work. 

 The extra parameter to be added to the points of evaluation has only two possible 

values: A or D. At the point of evaluation <w 
0
 , t 

0
 , A>, where w 

0
  and t 

0
  are some world 

and some time, the proposition in question is assigned 0 if it is not ascending true at w 
0
  

and t 
0
 , and it is assigned 1 if it is ascending true at w 

0
  and t 

0
 . At the point of evaluation 

<w 
0
 , t 

0
 , D>, the proposition in question is assigned 0 if it is not descending true at w 

0
  

    17   Actually, this is harder than it seems. It is diffi  cult to construct a model for a language that makes one 

of the singular terms in that language refer to that model. The problem comes in letting the model be a 

member of the domain that is an element in that very model.  
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and t 
0
 , and it is assigned 1 if it is descending true at w 

0
  and t 

0
 . I call this parameter the 

 aletheic value parameter . The aletheic value parameter is used by the postsemantic theory. 

To arrive at the ascending truth value for the sentence uttered, one uses the point of 

evaluation with the relevant world, relevant time, and the ascending aletheic value. To 

arrive at the descending truth value for the sentence uttered, one uses the point of eval-

uation with the relevant world, relevant time, and the descending aletheic value.   18    

 In sum, I have shown how to replace truth with ascending truth and descending truth 

in (one strand of ) contemporary semantics. I have suggested that truth should be 

replaced in the postsemantic theory with ascending truth and descending truth; that is, 

the postsemantic theory outputs the ascending truth value of the sentence uttered in the 

context of use and the descending truth value of the sentence uttered in the context of 

use. Accordingly, the points of evaluation have an extra parameter—the aletheic value 

parameter—which controls whether the proposition in question is being evaluated for 

ascending truth or descending truth.  

     8.6  Assertion   

 Option (iv) is to deny that the concept in question is linked to either of the replace-

ments. As our fi rst example of this option, consider assertion. Option (iv) works well in 

cases where the defl ationist response to explanatory challenges works well. However, in 

the rest, it does not. Moreover, one can use option (iv) even in cases where the defl ation-

ist response fails, like the case of assertion. One of the principles taken to be a platitude 

by Crispin Wright is: 

  (Assertion) To assert something is to present it as true.   19      

 We cannot simply insert ‘ascending’ or ‘descending’ into this principle and arrive at an 

acceptable result. Ascending truth is too lax since it would permit the assertion of the 

ascending liar and the negation of the ascending liar since both of these are ascending 

true (only the negation of the ascending liar should count as assertible since only it is a 

consequence of ADT). On the other hand, descending truth is too strong since it would 

not permit the assertion of the descending liar even though the descending liar is prov-

able from ADT. The problem is that the descending liar is assertible but not descending 

true. Moreover, it is not clear that one could defi ne assertibility in terms of the two 

replacement concepts together. 

    18   One might wonder about the relation between this Kaplanian theory of meaning that invokes possible 

worlds, and the Davidsonian approach to meaning described in the previous chapter; especially since these 

theories are usually taken to be rivals. The short answer is that I see Davidson’s views on the role of a theory 

of meaning in a theory of rationality as the fundamental structure and his choice of a Tarskian theory as the 

basis for a theory of meaning can be rejected in favor of a Kaplanian theory without giving up the overall 

structure.  

    19    Wright ( 1992  : 24). See  Williamson ( 1996 ,  2000a  ),  DeRose ( 2002  ),  Engel ( 2002  ),  Pagin ( 2007  ), and the 

papers in  Brown and Cappelen ( 2011  ) for discussion.  
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 It seems to me that the right way to defi ne assertibility is in two stages. First, for safe 

sentences—remember, all sentences that do not contain ‘ascending true’, ‘descending 

true’, or similar vocabulary are safe—either ascending truth or descending truth is fi ne 

since they are coextensive over these sentences. However, for unsafe sentences (notice 

that these caused the problems in the previous paragraph), assertibility should be 

defi ned in terms of consequences of ADT. In particular, if ADT proves p, then p is 

assertible (or, perhaps: if for any acceptable xeno model M, M ⊨ p, then p is assertible). 

From these principles, it follows that the ascending liar is not assertible (though its 

negation is) and the descending liar is assertible (though its negation is not), just as it 

should be. 

 One might think that there are revenge paradoxes formulated in terms of assertibility 

lurking here. However, given my defi nition of assertibility for claims involving ascend-

ing or descending truth, the assertible sentences are a subset of those that are either 

descending true or positive unsafe. And in  Chapter  6  , I argued that the attempt to fi nd a 

revenge paradox using ‘x is not descending true or positive unsafe’ fails. There are a host 

of other issues in this neighborhood, but I cannot address them here.  

     8.7  Knowledge   

 As another instance of option (iv), consider knowledge.   20    Much ink has been spilled on 

the topic of whether Plato was right that knowledge is justifi ed true belief;   21    moreover, 

there has been a considerable amount of recent interest in the so-called  knowledge fi rst  

movement, which takes knowledge to be a primitive concept incapable of being defi ned 

or analyzed.   22    However, in this subsection, I restrict my attention to the Justifi ed True 

Belief (JTB) analysis of knowledge: 

  (JTB) S knows that ϕ =  
df
  S believes that ϕ, S’s belief that ϕ is justifi ed, and 〈ϕ〉 is true.   

 It would not work to replace ‘true’ with ‘descending true’. The problem is that I know 

that ascending liars and descending liars are ascending true and not descending true. 

However, ‘ascending liars and descending liars are ascending true and not descending 

true’ is not descending true—it is ascending true. So replacing ‘true’ in ( JTB) with 

‘descending true’ results in a theory that is too strong. On the other hand, it does not 

work to replace ‘true’ with ‘ascending true’. The problem in this case is that the analysis 

no longer implies that knowledge is factive; that is, it could be that S believes that ϕ, S’s 

    20   Some have suggested that knowledge is also an inconsistent concept, and it might well be. The 

paradox of the knower (see  Kaplan and Montague ( 1960  )), Fitch’s paradox (see  Fitch ( 1963  )), and epis-

temological skepticism (see  Schiff er ( 1996  ) and  Weiner ( 2009  )) might be considered independent evi-

dence that knowledge is an inconsistent concept. However, I ignore this view for the purposes of this 

subsection.  

    21    Plato ( 1961  ); see  Gettier ( 1963  ) for criticism.  

    22   See  Williamson ( 2000a  ).  
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belief that ϕ is justifi ed, and 〈ϕ〉 is ascending true, but ~ϕ (e.g., if 〈ϕ〉 = the ascending 

liar).   23    So the result is too weak. 

 Instead, I claim that we can easily update ( JTB) so that it is compatible with our new 

conceptual scheme. Consider: 

  (JFB) S knows that ϕ =  
df
  S believes that ϕ, S’s belief that ϕ is justifi ed, and ϕ.   

 The ‘F’ in ‘JFB’ stands for ‘factive’. Here we just replaced ‘〈ϕ〉 is true’ with ‘ϕ’. The 

resulting theory works just as well as the JTB theory, but does not rely on the inconsist-

ent concept of truth. 

 This kind of move is familiar in the face of explanatory inadequacy objections to 

defl ationism, which say that a defl ationist about truth cannot account for truth’s explan-

atory role in theories of other concepts. Defl ationists often respond to these objections 

by saying that ‘true’ does not play an explanatory role in these theories—it is merely 

serving its expressive role.   24    That is roughly my point, but caution is in order when 

making this sort of move. Substituting p for ‘p is true’ in JTB is unobjectionable, but it 

would be wrong to substitute ‘p’ for ‘the belief that p is true’ in (Objectivity) above since 

the left-to-right reading of the resulting principle would imply that we believe every-

thing that is the case. The lesson is that deciding what happens to a concept’s connec-

tions to other concepts post-revolution is to be decided largely on a case-by-case basis.  

     8.8  Validity   

 The following is a commonly held principle connecting truth and validity: 

  (Valid) An argument is valid iff , necessarily, it is truth-preserving.   

 We have seen that this principle is incompatible with every logical approach to the 

aletheic paradoxes except for, perhaps, the substructural ones, so we should not worry if 

we cannot make room for some variant of it in our new conceptual scheme. Of course, 

we would still want a theory of validity, but that is another issue. 

 In  Chapter  6  , I claimed that validity cannot be defi ned in terms of either ascending 

truth or descending truth alone. That is, the class of valid arguments is not identical to 

the class of those that are necessarily ascending truth-preserving, nor is it identical to the 

class of arguments that are necessarily descending truth-preserving. Therefore, neither 

option (i) nor option (ii) will work in this case. Moreover, I have been unable to fi nd a 

way of defi ning validity in terms of a combination of ascending truth and descending 

truth, so I have been unable to implement option (iii). Nevertheless, in the previous sec-

tion, I argued that we have a perfectly acceptable notion of truth-in-a-model, which is a 

    23   I am not convinced that an analysis of knowledge should imply that the proff ered content of ‘S knows 

that p’ is factive since factivity projects in these cases and that indicates that it might be a presupposition. 

However, this is not the place to fi ght this battle.  

    24   See M.  Williams ( 1999  ) for an example.  
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mathematical concept not subject to aletheic paradoxes. Using it, we can defi ne validity 

in the standard way using Kreisel’s squeezing argument. Thus, we already have a defi ni-

tion of validity that does not depend on truth, ascending truth, or descending truth.   25    

 Before moving on, I should mention the possibility of option (v) for validity. That is, 

one might think that validity is an inconsistent concept and so should be replaced if it is 

deemed useful and its inconsistency impedes its utility. The reason one might think the 

concept of validity is inconsistent concerns a paradox about validity that stems from the 

following innocuous-looking principle (where ‘Valid’ is a two-place predicate and ‘⊢’ is 

the derivability operator): 

  (Schema V)  ⊢ Valid (〈ϕ〉, 〈ψ〉) iff  ϕ ⊢ψ.   

 This principle says that the argument with premise 〈ϕ〉 and conclusion 〈ψ〉 is valid iff  

〈ψ〉 is derivable from 〈ϕ〉.   26     To deny this principle would be to hold that some single-

premise argument is valid even though its conclusion is not derivable from its premise 

or that one sentence is derivable from another even though the argument with the lat-

ter as premise and the former as conclusion is not valid. It should not come as a surprise 

that neither of these options is remotely plausible in my view. The problem with 

(Schema V) is that one can derive a contradiction from it by refl ecting on the following 

sentence: 

   (6)  The argument whose only premise is (6) and whose conclusion is ⊥ is valid.   27      

 On the one hand, I fi nd this paradox to be compelling evidence that the concept of 

validity is inconsistent, but I also fi nd the squeezing argument compelling as well, and 

the latter indicates that there is a close relationship between our informal notion of 

validity and a mathematical notion of validity. I do not, however, think that the mathe-

matical notion of validity is inconsistent. Moreover, even if the concept of validity that 

has (Schema V) as a constitutive principle is inconsistent, it is not obvious that its replace-

ments would have any connection to ascending truth and descending truth—they 

might, but they might not. Unfortunately, I cannot pursue this issue here, and I leave it 

for future work.  

     8.9  Predication   

 We have seen examples of the fi rst four options; in this subsection, I suggest that we 

should pursue option (v) for the case of predication—that is, it seems to me that predi-

cation is an inconsistent concept that should be replaced. 

    25    Kreisel ( 1972  ); see also  Smith ( 2007 ,  2011  ) and Field (2008a: Ch. 2) for discussion.  

    26   It is actually a bit diffi  cult to put into English because the single turnstile is an operator—my gloss 

treats it as a predicate. I suppose we could say instead that an argument with premise 〈ϕ〉 and conclusion 

〈ψ〉 is valid iff  ϕ proof theoretically entails ψ. However, that does not seem all that perspicuous either.  

    27   See Beall and Murzi (forthcoming) for a clear presentation of this paradox.  
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 Here is a common principle tying predication (or truth-of) to truth: 

  (Predication) A subject-predicate sentence ‘Ga’ is true iff  ‘G’ is true of a.   

 We cannot just substitute ‘ascending true’ for ‘true’, since the negation of the ascend-

ing liar is ascending true, but we do not think that ‘not ascending true’ is true of the 

ascending liar—indeed, ADT implies that the negation of the ascending liar is ascend-

ing true. Substituting ‘descending true’ for ‘true’ will not work either since ‘ascending 

true’ is true of the descending liar, but the descending liar is not descending true. I do 

not see much hope in trying to explain predication in terms of ascending truth and 

descending truth together. Instead, one might try option (iv) with the following 

principle: 

  (Predication-F) Ga iff  ‘G’ is true of a.   

 This principle seems fi ne at fi rst, but there is a problem with it. Indeed, this problem is 

a well-known paradox associated with predication. Consider the predicate, ‘hetero-

logical’, defi ned in the following way: 

  (Heterological) a predicate G is heterological =  
df
  ‘G’ is not true of ‘G’.   

 The problem is that we can derive a paradox (often called Grelling’s paradox or the het-

erological paradox). Assume that ‘heterological’ is true of ‘heterological’. It follows from 

(Predication-F) that ‘heterological’ is heterological. Then from (Heterological) it fol-

lows that ‘heterological’ is not true of ‘heterological’. Thus, if ‘heterological’ is true of 

‘heterological’, then ‘heterological’ is not true of ‘heterological’. On the other hand, 

assume that ‘heterological’ is not true of ‘heterological’. It follows from (Heterological) 

that ‘heterological’ is heterological. And by (Predication-F) it follows that ‘heterological’ 

is true of ‘heterological’. Thus, if ‘heterological’ is not true of ‘heterological’, then ‘het-

erological’ is true of ‘heterological’. Therefore, ‘heterological’ is true of ‘heterological’ iff  

‘heterological’ is not true of ‘heterological’. So it seems option (iv) does not get us an 

acceptable principle for predication.   28    

 Note that option (v) only makes sense if there is some independent reason to think 

that the concept in question is inconsistent—it engenders its own paradoxes. Since it is 

common knowledge that predication does give rise to the paradox just presented, there 

is a good case to be made that predication is an inconsistent concept. It is also a useful 

concept, and so should be replaced. 

 We can, and should, replace truth-of with two concepts, ascending truth-of and 

descending truth-of, which are analogous to ascending truth and descending truth: 

  (Ascending true-of ) If Ga then ‘G’ is ascending true-of a. 

 (Descending true-of ) If ‘G’ is descending true-of a, then Ga.   

    28   For more on Grelling’s paradox, see  Grelling and Nelson ( 1908  ),  Ryle ( 1951  ),  Martin ( 1968  ),  Jacquette 

( 2004  ),  Ketland ( 2005a  ),  Newhard ( 2005  ), and Field (2008a).  
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 There are many questions this move brings up, and I can only begin to scratch the 

surface in this section. First, let us see how this solves the paradox. We get two Grellings 

with our replacement concepts: 

   Ascending Grelling : a predicate ‘G’ is Aheterological =  
df
  ‘G’ is not ascending true-of ‘G’. 

  Descending Grelling : a predicate ‘G’ is Dheterological =  
df
  ‘G’ is not descending true-of ‘G’.   

 We can prove the following results: 

      (i)  ‘Aheterological’ is ascending true-of ‘Aheterological’.  

    (ii)  ‘Aheterological’ is not descending true-of ‘Aheterological’.  

    (iii)  ‘Dheterological’ is ascending true-of ‘Dheterological’.  

    (iv)  ‘Dheterological’ is not descending true-of ‘Dheterological’.    

 The arguments (using the abbreviations ‘Dhet’, ‘Ahet’, ‘DTrue-of ’, and ‘ATrue-of ’) 

are as follows. Assume (for  reductio ) that ‘Ahet’ is not ATrue-of  ‘Ahet’. By the defi nition 

of ATrue-of, it follows that ‘Ahet’ is not Ahet. By the defi nition of AGrelling, it follows 

from the initial assumption that ‘Ahet’ is Ahet. Contradiction.  Therefore  (by  reductio ), 

‘Ahet’ is ATrue-of  ‘Ahet’. Assume (for  reductio ) that ‘Ahet’ is DTrue-of  ‘Ahet’. From the 

defi nition of DTrue-of, it follows that ‘Ahet’ is Ahet. From this it follows by the defi ni-

tion of ATrue-of that ‘Ahet’ is ATrue-of ‘Ahet’. Thus, by the defi nition of AGrelling, 

‘Ahet’ is not Ahet. From this it follows by the defi nition of DTrue-of that ‘Ahet’ is not 

DTrue-of ‘Ahet’. Contradiction.  Therefore  (by  reductio ), ‘Ahet’ is not DTrue-of   ‘Ahet’. 

Assume (for  reductio ) that ‘Dhet’ is not ATrue-of ‘Dhet’. It follows from the defi nition of 

ATrue-of that ‘Dhet’ is not Dhet. Hence, by the defi nition of DTrue-of, ‘Dhet’ is not 

DTrue-of  ‘Dhet’. From this, by the defi nition of DGrelling, we get that ‘Dhet’ is Dhet. 

Thus, by the defi nition of ATrue-of,  ‘Dhet’ is ATrue-of ‘Dhet’. Contradiction.  Therefore  

(by  reductio ), ‘Dhet’ is ATrue-of  ‘Dhet’. Assume (for  reductio ) that ‘Dhet’ is DTrue-of 

‘Dhet’. From the defi nition of  DTrue-of, it follows that ‘Dhet’ is Dhet. From the initial 

assumption, it also follows by the defi nition of DGrelling that ‘Dhet’ is not Dhet. 

 Contradiction.  Therefore  (by  reductio ), ‘Dhet’ is not DTrue-of  ‘Dhet’. 

 We can characterize ‘Ahet’ and ‘Dhet’ by saying that they are unsafe where:

  (Predicate Safety) A predicate ‘G’ is safe iff  ‘G’ is DTrue-of ‘G’ or ‘G’ is not ATrue-of ‘G’.   

 Note that the notion of safety associated with ascending truth and descending truth 

applies to sentences, whereas this notion of safety applies to predicates. 

 One might object that the above arguments are unconvincing since I have not shown 

that the principles defi ning ATrue-of and DTrue-of are consistent. However, it is easy to 

defi ne them in terms of ascending truth and descending truth (which we already know 

to be consistent) in the following way: 

  (Ascending) <Ga> is ascending true iff  <G> is ascending true-of a. 

 (Descending) <Ga> is descending true iff  <G> is descending true-of a.   

 In addition, one can link the notion of safety for sentences (which is defi ned in terms of 

ascending truth and descending truth) to the notion of predicate safety defi ned above: 
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  (Safety) ‘G’ is a safe predicate iff  ‘ ‘G’ is G’ is a safe sentence.   

 Again, this is a major change in our conceptual scheme and I can only give the barest 

outline of it here.   29    ,     30     

     8.10  Reference   

 Our tour through truth’s conceptual connections ends with reference. A traditional link 

between truth and reference is: 

  (Reference) ‘b’ refers to a iff  ‘a = b’ is true.   

 Again, substituting ‘ascending true’ or ‘descending true’ in for ‘true’ is unacceptable. 

We might try option (iv), which results in the following principle: 

  (Reference-F) ‘b’ refers to a iff  a = b.   

 The problem is that this principle is inconsistent. Consider the following situation:

  (√) π 

 (√) 6 

 (√)  the sum of the numbers referred to by ticked expressions in Scharp’s  Replacing 

Truth    

 Assume that ‘π’ refers to π and that ‘6’ refers to 6. Assume as well that ‘the sum of the 

numbers referred to by ticked sentences in Scharp’s  Replacing Truth ’ (which I abbreviate 

as ‘the Sum’) refers to some number; call it k. Now we reason as follows. ‘The Sum’ refers 

to k. By (Reference-F), the Sum = k. Therefore, k = π+6+k, which is impossible. 

Therefore, we should reject the assumption that ‘the Sum’ refers to some number. How-

ever, if we assume that ‘the Sum’ does not refer, then ‘π’ and ‘6’ are the only referring 

ticked expressions in this book. Thus, the sum of the numbers referred to by ticked sen-

tences in Scharp’s  Replacing Truth  = π+6. But now, by (Reference-F), we get that ‘the 

Sum’ refers to π+6. Therefore, ‘the Sum’ does refer to some number, which contradicts 

our assumption.   31    

    29   There is another kind of Grelling that deals with extensions: Let {ϕ(x)} be the extension of ϕ(x). We 

then get ‘a ∈ {ϕ(x)}iff  ϕ(a)’. The connection to ‘true of ’ should be obvious: a ∈ {ϕ(x)} ↔ ‘ϕ(x)’ is true of 

a ↔ ‘ϕ(a)’ is true ↔ ϕ(a). Now, let H(x) be such that: H(〈ϕ(x)〉) ↔ 〈ϕ(x)〉 ∉ {H(x)}. Using analogous rea-

soning to that above, we get a contradiction. So, let us defi ne {ϕ(x)} 
D
  and {ϕ(x)} 

A
  in the following way: 

 a ∈ {ϕ(x)} 
D
  → ϕ(a) 

 ϕ(a) → a ∈ {ϕ(x)} 
A
  

 That gives us: 

 A(ϕ(a)) ↔ ‘ϕ(x)’ is Atrue-of a ↔ a ∈ {ϕ(x)} 
A
 . 

 D(ϕ(a)) ↔ ‘ϕ(x)’ is Dtrue-of a ↔ a ∈ {ϕ(x)} 
D
 .  

    30   As for the semantics of ‘true of ’, one can treat it as assessment-sensitive along the lines of the proposal 

for ‘true’ in the next chapter.  

    31   This paradox was fi rst formulated by Keith Simmons in Simmons (2003); see also Beall (2003b). There 

are other famous paradoxes of reference, which include Berry’s paradox, Konig’s paradox, and Richard’s para-

dox; see  Simmons ( 1994  , 2000),  Chaitin ( 1995  ),  Uzquiano ( 2004  ), and Field (2008a: 291–3) for discussion.  
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 Note that option (v) makes sense in this case since reference engenders its own para-

doxes, and there is a good case to be made that it is an inconsistent concept. It is also a 

useful concept, and so should be replaced. 

 We can, and should, replace reference with two concepts, ascending reference and 

descending reference, which are analogous to ascending truth and descending truth 

(and ascending truth-of and descending truth-of ). We arrive at the following replace-

ment concepts: 

  (Dreference) If ‘b’ Descending refers to a, then a = b. 

 (Areference) If a = b, then ‘b’ Ascending refers to a.   

 Notice the connection between the other replacement concepts for predication and 

truth: 

  (A) ‘a = b’ is ascending true iff  ‘x = b’ is uniquely Atrue of a iff  ‘b’ Arefers to a. 

 (D) ‘a = b’ is descending true iff  ‘x = b’ is uniquely Dtrue of a iff  ‘b’ Drefers to a.   

 These replacement concepts handle the paradoxes of reference in the obvious way. Con-

sider the paradox above. There will be two versions of it, which are listed below: 

  (√´) π 

 (√´) 6 

 (√´)  the sum of the numbers Areferred to by ticked and primed expressions in 

Scharp’s  Replacing Truth  

 (√´´) π 

 (√´´) 6 

 (√´´)  the sum of the numbers Dreferred to by ticked and double-primed expres-

sions in Scharp’s  Replacing Truth    

 Begin with the fi rst group of three. Assume that ‘the sum of the numbers Areferred to 

by ticked and primed expressions in Scharp’s  Replacing Truth ’ does not Arefer to any 

number. Thus the sum of the numbers Areferred to by ticked and primed expressions in 

Scharp’s  Replacing Truth  = π+6. So, by (Areference), ‘the sum of the numbers Areferred to 

by ticked and primed expressions in Scharp’s  Replacing Truth ’ Arefers to π+6, which con-

tradicts our assumption. Assume, instead, that ‘the sum of the numbers Areferred to by 

ticked and primed expressions in Scharp’s  Replacing Truth ’ Arefers to π+6. We cannot 

infer from this claim that the sum of the numbers Areferred to by ticked and primed 

expressions in Scharp’s  Replacing Truth  = π+6. Therefore, we cannot derive a contradic-

tion from the assumption by the argument above. On the other hand, assume that ‘the 

sum of the numbers Areferred to by ticked and primed expressions in Scharp’s  Replacing 

Truth ’ Drefers to some number, k. By (Dreference), it follows that the sum of the num-

bers Areferred to by ticked and primed expressions in Scharp’s  Replacing Truth  = k. Thus, 

k = π+6+k, which is impossible, and we have refuted our assumption. Assume, instead, 

that ‘the sum of the numbers Areferred to by ticked and primed expressions in Scharp’s 

 Replacing Truth ’ does not Drefer to any number. We infer that the sum of the numbers 
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Areferred to by ticked and primed expressions in Scharp’s  Replacing Truth  = π+6. However, 

we cannot infer from this claim that ‘the sum of the numbers Areferred to by ticked and 

primed expressions in Scharp’s  Replacing Truth ’ Drefers to π+6. Therefore, we cannot 

derive a contradiction from the assumption by the argument above. Putting these results 

together we have: 

      (i)   ‘the sum of the numbers Areferred to by ticked and primed expressions in 

Scharp’s  Replacing Truth ’ Arefers to π+6.  

    (ii)   ‘the sum of the numbers Areferred to by ticked and primed expressions in 

Scharp’s  Replacing Truth ’ does not Drefer to anything.  

    (iii)   It is not the case that the sum of the numbers Areferred to by ticked and 

primed expressions in Scharp’s  Replacing Truth  = π+6.    

 Turning now to the second group of three, we assume that ‘the sum of the numbers 

Dreferred to by ticked and double-primed expressions in Scharp’s  Replacing Truth ’ 

does not Arefer to any number. Thus the sum of the numbers Areferred to by ticked 

and double-primed expressions in Scharp’s  Replacing Truth  = π+6. So, by (Areference), 

‘the sum of the numbers Areferred to by ticked and double-primed expressions in 

Scharp’s  Replacing Truth ’ Arefers to π+6, which contradicts our assumption. Assume, 

instead, that ‘the sum of the numbers Dreferred to by ticked and double-primed 

expressions in Scharp’s  Replacing Truth ’ Arefers to π+6. However, we cannot infer from 

this claim that the sum of the numbers Areferred to by ticked and double-primed 

expressions in Scharp’s  Replacing Truth  = π+6. Therefore, we cannot derive a contra-

diction from the assumption by the argument above. On the other hand, assume that 

‘the sum of the numbers Dreferred to by ticked and double-primed expressions in 

Scharp’s  Replacing Truth ’ Drefers to some number, k. By (Dreference), it follows that 

the sum of the numbers Dreferred to by ticked and double-primed expressions in 

Scharp’s  Replacing Truth  = k. Thus, k = π+6+k, which is impossible, and we have 

refuted our assumption. Assume, instead, that ‘the sum of the numbers Dreferred to 

by ticked and double-primed expressions in Scharp’s  Replacing Truth ’ does not Drefer 

to any number. We infer that the sum of the numbers Dreferred to by ticked and 

double-primed expressions in Scharp’s  Replacing Truth  = π+6. However, we cannot 

infer from this claim that ‘the sum of the numbers Dreferred to by ticked and double-

primed expressions in Scharp’s  Replacing Truth ’ Drefers to π+6. Therefore, we cannot 

derive a contradiction from the assumption by the argument above. Putting these 

results together we have: 

      (i)   ‘the sum of the numbers Dreferred to by ticked and double-primed expres-

sions in Scharp’s  Replacing Truth ’ Arefers to π+6.  

    (ii)   ‘the sum of the numbers Dreferred to by ticked and double-primed expres-

sions in Scharp’s  Replacing Truth ’ does not Drefer to anything.  

    (iii)   The sum of the numbers Dreferred to by ticked and double-primed expres-

sions in Scharp’s  Replacing Truth  = π+6.    
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 Again, once we distinguish between Areference and Dreference, there is no way to for-

mulate a paradox using them in the above way. The treatment of the other paradoxes of 

reference is similar.   32    

 One can think of the replacements for truth, predication, and reference as the basis for 

a new semantics. Call it  AD semantics . In AD semantics, sentences have ascending truth 

values and descending truth values, for each predicate there are the items it is ascending 

true-of and the items it is descending true-of, and each singular term has an ascending 

reference and a descending reference. There is much more to be said about AD seman-

tics, but it will have to wait for another occasion.   33             

    32   As for the semantics of ‘refers’, one can treat it as assessment-sensitive in the same way as the account 

given in the next chapter for ‘true’.  

    33   I gave a hint on how to implement it with the double-model option in section 8.5 of this chapter.  



   This is the second of the two chapters that lay out the central theories defended in this 

book. In  Chapter  6  , I introduced two concepts, ascending truth and descending truth, to 

replace the concept of truth. In this chapter I off er a theory that takes truth to be an 

inconsistent concept. The theory of truth appeals to ascending truth and descending 

truth, but not to truth itself.  

     9.1  Theories of inconsistent concepts   

  In order to decide on a descriptive theory for our inconsistent concept of truth, we need 

to decide on a theory of inconsistent concepts and apply it to truth. Let me begin by 

saying that in a previous publication I endorsed Joseph Camp’s theory, but I am no 

longer confi dent that it is the best option.   1    I fi rst propose some criteria for a theory and 

then endorse one promising option.  

     9.1.1  Conditions of adequacy   

 I present three conditions that any acceptable theory of inconsistent concepts should 

meet. They are:

      (i)  The theory should imply that the concepts in question are genuinely inconsist-

ent (e.g., it should not reinterpret the concepts so that they have some other 

semantic features).  

    (ii)  The theory should be inferentially charitable (i.e., the theory should not imply 

that those who employ inconsistent concepts are poor reasoners).  

    (iii)  The theory should admit that inconsistent concepts have intelligible uses even 

by those who know they are inconsistent.    

 I discuss the conditions in order. 

             9 

The Descriptive Theory   

    1   Scharp (2008).   
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 The fi rst condition is that a theory of inconsistent concepts should be a theory of 

 inconsistent concepts —it should not imply that there are no such things or that what we 

take to be an inconsistent concept is really some type of consistent concept. The strategy 

of reinterpreting a linguistic practice to avoid attributing an inconsistent concept might 

work in certain cases, but it fails as a general policy for handling inconsistent concepts. 

 A theory of inconsistent concepts should include at least: (i) an account of the dis-

tinction between consistent and inconsistent concepts, (ii) conditions on the logic that 

should be used to classify arguments that display inconsistent concepts as valid or invalid, 

(iii) conditions on the semantic theory that applies to sentences that express inconsistent 

concepts, (iv) conditions on a pragmatic theory that applies to speech acts involving 

inconsistent concepts, and (v) a policy for handling inconsistent concepts (i.e., a strategy 

to follow for those who discover that one of their concepts is inconsistent). Some of the 

theories of inconsistent concepts I discuss below do not include all fi ve parts, but I do 

not fault them on these grounds. However, if it seems that a particular theory cannot be 

amended to include one of these parts, then that is a serious problem. 

 The second condition is that a theory of inconsistent concepts should be charitable. 

In particular, a theory of inconsistent concepts is unacceptable if it implies that those 

who employ inconsistent concepts are irrational. There are plenty of types of rationality 

and I do not discuss them all here. Instead, I focus on inferential rationality. A theory of 

inconsistent concepts has implications for the inferential rationality of those who 

employ inconsistent concepts. Given that an account of inconsistent concepts should 

include a logic for inconsistent concepts, when one adopts a certain theory of inconsist-

ent concepts, one decides how to treat the reasoning practice of people who employ 

inconsistent concepts. Thus, when one adopts a theory of inconsistent concepts, one 

undertakes a commitment to evaluate arguments in which such concepts are expressed 

according to a certain standard and to treat people who employ such concepts as if they 

should reason according to that standard.   2    

 Although I do not claim to have an exhaustive list, some of the aspects of inferential 

rationality include being able to determine when arguments are valid or invalid, being 

able to determine when inductive arguments are strong or weak, being able to weigh 

evidence for and against a claim, having the capacity and motivation to follow inference 

rules in one’s reasoning, and having the capacity and the motivation to alter one’s beliefs 

eff ectively in light of confl icting evidence. One can employ an inconsistent concept and 

still be inferentially rational in all these ways. A theory of inconsistent concepts should 

respect this fact. 

 In particular, a theory of inconsistent concepts should imply that a person who 

employs an inconsistent concept is: (i) capable of following the formal inference rules he 

accepts, (ii) capable of following the formal inference rules of the logic used to evaluate 

his arguments, (iii) motivated to follow the formal inference rules of the logic used to 

evaluate his arguments, (iv) capable of following the material inference rules he accepts 

    2   See  Camp ( 2002  ) and  Scharp ( 2005  ) for discussion.   
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(i.e., capable of following his accepted strategies for weighing evidence), (v) capable of 

following the material inference rules of the semantic theory used to interpret his utter-

ances and beliefs, and (vi) motivated to follow the material inference rules of the seman-

tic theory used to interpret his utterances and beliefs. 

 Two features of inconsistent concepts make the inferential rationality condition on 

theories of inconsistent concepts especially urgent. The potential for paradoxical rea-

soning accompanies the employment of an inconsistent concept. Recall, for example, 

the arguments from  Chapter  2  . Let  R  be a red table. R is a table; hence, R is a rable. R is red; 

hence, it is not the case that R is a rable. Thus, R is a rable and it is not case that R is a 

rable. We have arrived at a contradiction via intuitively constitutive principles from 

intuitively plausible assumptions. Consider the other example. Assume for  reductio  that 

some red tables exist. Let R be a red table. The reasoning above shows that R is a rable 

and R is not a rable. Contradiction. Therefore, no red tables exist. We have proven an 

obviously false sentence using only logic and constitutive principles. If one accepts classi-

cal logic and treats ‘rable’ as univocal and invariant, then one will have a hard time avoid-

ing these unacceptable conclusions. Hence, there is considerable pressure to endorse 

non-classical logics for evaluating arguments that involve inconsistent concepts. 

 In addition, a person can possess an inconsistent concept without knowing that it is 

inconsistent. Indeed, a theory of inconsistent concepts will be used primarily to inter-

pret people who are using an inconsistent concept without knowing that it is incon-

sistent. Given that many employers of inconsistent concepts are ignorant of their 

inconsistency and that many theories of inconsistent concepts include non-standard 

logics for inconsistent concepts, the potential for treating those who employ inconsist-

ent concepts as inferentially irrational is high. 

 The third condition is that a theory of inconsistent concepts should allow that incon-

sistent concepts have intelligible uses. Thus, a theory of inconsistent concepts should not 

imply that possessing an inconsistent concept is incompatible with rationally using it. In 

particular, it should not imply that possessing or using an inconsistent concept requires 

that one have inconsistent beliefs or some other kind of irrationality. One diffi  culty that 

theories of inconsistent concepts face is explaining what happens when one discovers 

that one’s concept is inconsistent. Presumably, this transition will involve a change in 

beliefs—beliefs in the concept’s constitutive principles. It will also probably involve a 

change in usage—the person will be reluctant to use the concept without some sense of 

when it gets them into trouble and when it does not. We can think of this condition as 

requiring a pragmatics for inconsistent concepts even when the users know that they are 

inconsistent. There has to be such a thing as a legitimate or felicitous use of an inconsist-

ent concept by someone who knows it is inconsistent. Obviously, a theory of inconsist-

ent concepts should explain why users of inconsistent concepts (both informed and 

ignorant) do not actually accept contradictions involving the concept (this is called the 

problem of  discipline —I discuss it in sections 9.7 and 9.9 below).   3     

    3   See  Eklund ( 2002a  ).   



228 replacing truth

     9.1.2  Theories   

 With those conditions under our belt, we can turn to some theories of inconsistent concepts. 

Below are some of the theories of inconsistent concepts that one fi nds in the literature.   4   

     1.   Error theory : all (perhaps atomic) claims employing the inconsistent concept are 

false (or indeterminate).   5     

   2.   Ambiguity : inconsistent expressions are ambiguous; whatever semantics is appro-

priate for ambiguous expressions should be used for inconsistent expressions. A 

theorist who advocates this position needs a principle of disambiguation that 

assigns a meaning to the inconsistent expression in each context of use.   6     

   3.   Context-dependence : inconsistent expressions are context-dependent; whatever 

semantics is appropriate for context-dependent expressions should be used for 

inconsistent expression. A theorist who advocates this position needs a  character  

for the inconsistent expression—a principle that assigns a  content  to the incon-

sistent expression in each context of use.   7     

   4.   Dialetheism : some sentences containing inconsistent expressions are both true 

and false; a paraconsistent semantics, which uses a non-classical logic, is appro-

priate for discourse involving inconsistent expressions.   8     

   5.   Fictionalism : inconsistent expressions are part of fi ctional discourse; whatever 

semantics is appropriate for fi ctional discourse should be used for inconsistent 

expressions.   9     

   6.   Supervaluation : inconsistent expressions are referentially indeterminate—they 

partially denote several distinct items; one should use a supervaluation semantics 

for inconsistent expressions (i.e., one should calculate the truth value of sen-

tences containing the inconsistent expression based on the truth value of the 

sentences that result from replacing the inconsistent expression with expressions 

for the items it partially denotes; if all resulting sentences have the same truth 

value, then the original has that truth value, and if the resulting sentences diff er 

in truth value, then the original is a truth-value gap).   10     

   7.   Weighted majority : an inconsistent expression has semantic features that make 

true a weighted majority of the expression’s constitutive principles.   11     

    4   This list is not meant to be exhaustive and the entries might not be exclusive.   

    5   Boghossian (2006) endorses this option.   

    6   This option is considered and rejected by Joseph  Camp ( 2002  : Ch. 5).   

    7   This option is considered and rejected by Anil  Gupta ( 1999  : 24–9).   

    8   This option has been off ered by Graham  Priest ( 1979  , 2006a, 2006b) and adopted by Jc Beall (2009).   

    9   This option is suggested but not evaluated by Joseph  Camp ( 2002  : Ch. 5) and it has been developed by 

A.  Burgess ( 2006  ); see  Yablo ( 2001  ),  Eklund ( 2007  ),  Sainsbury ( 2009  ), and the papers in  Kalderon ( 2005a , 

 2005b  ) for background on fi ctionalism.   

    10   This option is proposed by Hartry Field (1973, 1974); note that Field (2001d) rejects it.   

    11   This option is proposed by Matti  Eklund ( 2002a  ); for discussion see Chs. 2 and 5.   



the descriptive theory 229

   8.   Relevance : sentences containing an inconsistent expression have no truth value 

but arguments containing such sentences should be evaluated by an epistemi-

cally interpreted relevance logic.   12     

   9.   Revision : an inconsistent expression has semantic features determined by a rule 

of revision; some sentences containing an inconsistent expression will not have 

traditional truth values.   13     

   10.   Indeterminate translation : an inconsistent expression has semantic features that are 

relative to translation into a set of consistent expressions; there will often be 

multiple equally good translations (e.g., sometimes it makes sense to translate 

‘mass’ as ‘relativistic mass’, sometimes as ‘proper mass’—since translation is highly 

context-dependent and interest-relative, the semantic features of an inconsistent 

expression will be too).   14     

   11.   Frames : an inconsistent expression has semantic features only relative to a frame, 

which is a way of privileging some of its constitutive principles over others. Frame 

identity and which frame is in play for a given utterance are determined by ways 

the expression is used, but need not be available to the users of the expression.   15     

   12.   Assessment-sensitivity : an inconsistent expression is assessment-sensitive, which 

means the truth values of sentences that contain it are relative to a context of 

utterance  and  a context of assessment.   16       

 Instead of presenting each of these theories in detail and trying to assess each one (which 

would be tedious), I want to mention briefl y what I take to be the prospects for some of them. 

 First, many of them (2, 3, 6, 8, 10, 12) work best with some replacement concepts for 

the theory to work at all. Thus, many of these views implicitly accept my replacement 

strategy of basing a descriptive theory on a prescriptive theory. 

 Second, many of these approaches (1, 4, 6, 7, 8, 12) appeal to a notion of truth. That 

should not be a surprise since many of the most popular semantic theories appeal to truth 

and most of these theories of inconsistent concepts were not designed to deal with truth 

itself as an inconsistent concept. It might seem that this fact disqualifi es these theories from 

serving as descriptive theories of truth since I have taken on a commitment to  not  using 

truth in a descriptive theory of truth. However, this conclusion is premature. Some of these 

theories can be reformulated in terms of ascending truth and descending truth (I off er a 

suggestion for how to do this with the assessment-sensitivity theory later in the chapter). 

    12   This option is proposed by Joseph  Camp ( 2002  : Chs. 11–16; 2007), endorsed by  Scharp ( 2005  , 2008), 

and rejected in this chapter; see also  Wilson ( 2007  ) and  MacFarlane ( 2007b  ).   

    13   The revision theory is introduced by  Gupta ( 1982  ); see also  Gupta and Belnap ( 1993  ). Note that Gupta 

and Belnap do  not  advocate the revision theory for inconsistent concepts—they think that it is appropriate 

for circularly defi ned concepts and that circularly defi ned concepts are not inconsistent. This option is pro-

posed for inconsistent concepts by Stephen  Yablo ( 1993a ,  1993b  ).   

    14   This option is proposed by Hartry  Field (1994b,  2001a  , 2008a).   

    15   This option is proposed by  Gupta ( 1999  ) and adopted by  Weiner ( 2009  ); see also  Pinillos ( 2010  ).   

    16   This option is proposed by John  MacFarlane ( 2007b  ).   
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 Third, a couple of these theories (2, 3) are non-starters—they treat would-be inconsist-

ent expressions as if they merely have some hidden semantic feature that has gone unno-

ticed by those users who run into trouble with the concept in question; that is, they violate 

the fi rst condition on theories of inconsistent concepts. I consider them in detail below. 

 Finally, some of these theories (4, 6, 8, 9) require non-classical logics, which limits 

their signifi cance since they imply that inconsistent concepts are not usable in classical 

contexts; other things being equal, an approach that is compatible with classical logic is 

preferable.   17    My goal is a (classically) consistent theory of an inconsistent concept. 

 This survey is just supposed to give the reader a sense of what has been said on this 

topic. In this chapter I defend the assessment-sensitivity view (12). However, I do discuss 

many of the others in detail (1, 2, 3, 6, 11) after giving a bit of background on confusion 

and the assessment-sensitivity view.   

     9.2  Confusion and relative truth   

 Confusion occurs when a person thinks there is one thing (or one kind of thing), but 

there are really two (or more). To return to an earlier example, after the late 1600s, but 

prior to the advent of relativistic mechanics, we thought that there is one physical quan-

tity, mass, which physical objects have. However, in the early twentieth century, we real-

ized that there is no one physical quantity that satisfi es all of the principles constitutive 

of mass; instead, there are two physical quantities that are somewhat similar to mass: rela-

tivistic mass and proper mass. A person who lived in the 1800s and accepted Newtonian 

mechanics was confused—he or she thought that there is one quantity, mass, but instead 

there are two. Throughout the rest of this work, I use ‘confusion’ in this technical sense, 

which is considerably more specifi c than the ordinary sense of the word. 

 Once one accepts that truth is an inconsistent concept  and  that it should be replaced 

by ascending truth and descending truth, it is natural to think that the concept of truth is 

confused. It turns out that there is no property of truth, at least, if by ‘truth’ we mean to 

designate a property that satisfi es all what I have claimed to be the constitutive princi-

ples of the concept of truth. Instead, there are two properties, ascending truth and 

descending truth. 

 I mention confusion here because John MacFarlane has suggested that words express-

ing confused concepts are assessment-sensitive, which is a complex semantic feature 

associated with relativism. Here is the relevant passage from MacFarlane: 

  Early in his discussion of the logic of confusion, Camp says: 

 When one fi rst thinks about ontological confusion, it is natural and intuitively plausible to 

talk in terms of perspectival truth. One wants to say: “what the confused person thinks may 

    17   The supervaluation option is a bit tricky because although what are probably the most familiar super-

valuation consequence relations are weakly classical, some are fully classical. I return to this issue below in 

section 9.5.   
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be true from one perspective but false from another perspective; or it may be true from both 

 perspectives, or false from both.” Perspectival truth must replace truth simpliciter when one 

evaluates a confused belief.   18    (125) 

 Camp quickly drops the talk of perspectival truth: his four epistemic values, as he notes, aren’t 

truth values at all. But perhaps some kind of perspectival truth is just what is needed here. Think 

of Camp’s “authorities” as occupying diff erent perspectives: from one perspective, Fred is refer-

ring to Ant A, from another, he is referring to Ant B. Neither perspective captures the full story 

about Fred’s confused thinking, but that is because there is no way to capture the full story and 

still think of Fred’s thoughts as having truth values. Given that there are no “absolute” truth 

values for confused claims, only relativized, perspectival truth values, it seems natural to defi ne 

validity in terms of these, as truth preservation in every perspective. 

 It seems to me that such an approach might meet Camp’s desiderata even better than his own 

multivalued semantics: 

 1. Because validity is defi ned in terms of preservation of truth-at-a-perspective, and there is 

no uniquely appropriate perspective for assessing a confused reasoner, the validity criterion is 

compatible with Camp’s idea that confused thoughts and claims are not true or false 

simpliciter. 

 2. The semantic clauses for the logical connectives can be simple and straightforward, no mat-

ter how many perspectives are in play. For example, a conjunction is true at a perspective just 

in case both conjuncts are true at that perspective. There are no anomalies. 

 3. We achieve complete inferential charity, without embarrassing exceptions like disjunctive 

syllogism. Since every perspective corresponds to a classical interpretation, all classically valid 

inferences will be valid on the perspectival-truth semantics as well. 

 The crucial question is whether the perspectival-truth explication of validity is authoritative for 

the confused reasoner. Does the confused reasoner have reason to care whether her inferences 

are valid in this sense? That depends, I think, on what it means to say that a claim is “true at a 

perspective,” and in virtue of what a person “occupies” or “takes up” a particular perspective on 

a confused reasoner’s thought and talk. Unless these questions can be answered, the proposed 

semantics is of merely technical interest and cannot be authoritative. But I am less pessimistic 

than most about the prospects for answering them. 

 In recent work, I have suggested giving signifi cance to perspectival truth by embedding it in 

a larger theory of language, specifi cally in a normative account of what it is to make an assertion.I 

would like to propose, very tentatively, that this kind of framework might be a better home for 

a “semantics of confusion” than the multivalued, epistemic semantics Camp advocates.   19      

 That is the entirety of MacFarlane’s proposal, and to my knowledge no one else has advo-

cated anything like this.   20    In the remainder of this chapter, I present a variety of semantic 

    18    Camp ( 2002  : 125).   

    19    MacFarlane ( 2007b  ).   

    20    Billon ( 2011  ) suggests that ‘true’ might be assessment-sensitive, but his view is not motivated by an 

inconsistency approach or the thought that truth is confused, and it is felled by the obvious revenge para-

doxes.  Pinillos ( 2010  ) suggests a non-indexical contextualist view for duration, and his theory is motivated 

by something like inconsistency considerations.   
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theories, including the assessment-sensitivity view MacFarlane advocates, and I evaluate 

which of them works best for confused concepts in general, and truth in particular.  

     9.3  Relative truth and formal semantics   

 In an eff ort to illustrate assessment-sensitivity, consider the ways theorists have tried to 

accommodate various linguistic phenomena using intensional semantics. Let us focus on a 

particular word, ‘fun’, and try to give a semantics for it. Imagine we have two conversations, 

one in which Luke utters ‘Whacking Day is fun’ and a second in which Mel utters ‘Whack-

ing Day is fun’. In what follows, I rely on the distinction between presemantics, semantics, 

and postsemantics presented in section 8.5 of  Chapter  8  . Here are the options I consider: 

     (i)  ‘fun’ is univocal and invariant.  

   (ii)  ‘fun’ is ambiguous.   21     

   (iii)  ‘fun’ has an unarticulated constituent.   22     

   (iv)  ‘fun’ is use-indexical.   23     

   (v)  ‘fun’ is use-sensitive but not use-indexical (i.e., non-indexical contextualism).   24     

   (vi)   ‘fun’ is assessment-sensitive, but not assessment-indexical (i.e., non-indexical 

relativism).   25     

   (vii)  ‘fun’ is assessment-indexical (i.e., indexical relativism).   26       

 In the case (i), the presemantics treats ‘fun’ as univocal (i.e., not ambiguous) and invariant, 

which means that since ‘fun’ is a one-place predicate in the language spoken by Mel and 

Luke, it is represented by a one-place predicate as its clause and in the semantics, ‘fun’ is 

assigned a constant character that delivers the same content for every index. The content 

of Mel’s sentence is the same as the content of Luke’s sentence, and their contents get the 

same t-distribution. The postsemantics is the same for each—the sentence they utter is 

true in their respective contexts iff  Whacking Day is fun. Nothing new here. 

    21   See  Cruse ( 1986  ),   Atlas ( 1989  ),  Gillon ( 2004  ),   Wasow, Perfors, and Beaver ( 2005  ), and  Kennedy ( 2010  ) 

for discussion of ambiguity.   

    22   See  Perry ( 1998  ),  Recanati ( 2002  ),  Clapp ( 2002  ),  Borg ( 2005  ), Marti (2006),  Stanley ( 2007  ), Cappelen 

and  Lepore ( 2007  ),  Hall ( 2008  ), and  Sennet ( 2011  ) for discussion of unarticulated constituents.   

    23   See  Perry ( 1979 ,  2001  ),  Kaplan ( 1989  ),  Predelli ( 2005  ),  Stanley ( 2007  ), and  Cappelen and Hawthorne 

( 2009  ) for discussion of indexicals.   

    24   See  Kölbel ( 2002 ,  2003 ,  2004 ,  2007  ),  Richard ( 2004 ,  2008 ,  2011  ),  Recanati ( 2007  , 2008),  Brogaard 

( 2007  , 2010), MacFarlane (2008, 2009, 2011a, 2011b),  Cappelen and Hawthorne ( 2009  , 2011a, 2011b), 

  Lasersohn ( 2011  ), Glanzberg (2011),  Soames ( 2011  ), and  Weatherson ( 2011  ) on non-indexical contextualism.   

    25   See  MacFarlane ( 2003 ,  2005a ,  2005b ,  2007a  , 2008, 2011a, 2011b, forthcoming),  Lasersohn ( 2005 ,  2008 , 

 2009 ,  2011  ),  Egan, Hawthorne, and Weatherson ( 2005  ),  Egan ( 2006 ,  2007 ,  2010  ),  Zimmerman ( 2007  ), 

Glanzberg (2007, 2011),  Stojanovic ( 2007  ), von Fintel and Gilles (2008),  Stephenson ( 2008 ,  2009  ), 

  Weatherson ( 2009 ,  2011  ),  Cappelen and Hawthorne ( 2009  , 2011a, 2011b),  Saebo ( 2009  ),  Montminy 

( 2009b  ),  Moltmann ( 2010  ),  Schaff er ( 2011  ),  Bach ( 2011  ), Greenough (2011b),  Richard ( 2011  ), Glanzberg 

(2011), and  Soames ( 2011  ), on assessment-sensitivity.   

    26   See  Egan ( 2009  ) and  Weatherson ( 2009  ) on assessment-indexicality.   
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 In case (ii), ‘fun’ is ambiguous, so the presemantics uses elements of the context in 

each case to disambiguate. It might be that the clause representing Mel’s sentence has 

one one-place predicate, ‘fun 
1
 ’, while the clause for Luke’s has a diff erent one-place 

predicate, ‘fun 
2
 ’. Since their clauses are diff erent, the characters, contents, and t-distribu-

tions for these clauses might be diff erent as well. In the postsemantics, Mel’s sentence is 

true in his context iff   Whacking Day is fun 
1
 , while Luke’s sentence is true in his context 

iff   Whacking Day is fun 
2
 . So, even though they uttered tokens of the same sentence 

type, the presemantics assigns them diff erent clauses; consequently, the semantics and 

postsemantics might be very diff erent. In sum, ambiguity is a  presemantic  phenomenon 

because the analyses of the two utterances diverge in the presemantics. 

 In case (iii), we have the unarticulated constituent view for ‘fun’.   27    That is, the pre-

semantics assigns the same clause to each sentence, but the clause diff ers from the surface 

grammar of the sentences uttered. In this case, the presemantics might assign a clause with 

a two-place predicate ‘x is fun for y’ instead of the one-place predicate ‘x is fun’. So, the 

presemantics treats the logical form of the sentence Mel and Luke utter as diff erent from 

its surface form. Since they are assigned a clause that has an extra slot, the presemantics 

uses the context to fi ll it in. In Mel’s case, the presemantics uses the clause ‘Whacking Day 

is fun for Mel’, while for Luke, it uses ‘Whacking Day is fun for Luke’.   28    Note that this is 

very diff erent from treating ‘fun’ as ambiguous. In the case of unarticulated constituents, 

‘fun’ is univocal, but its surface grammar is misleading. Since the presemantics assigns the 

two sentences diff erent clauses, the semantics might assign them diff erent characters, 

contents, and t-distributions. The postsemantics yields: Mel’s sentence is true in his con-

text iff   Whacking Day is fun for Mel, and Luke’s sentence is true in his context iff   Whack-

ing Day is fun for Luke. In sum: unarticulated constituents are a  presemantic  phenomenon 

since the analyses of the two utterances diverge in the presemantics. 

 In case (iv), ‘fun’ is an indexical. Here we use the term ‘use-indexical’ to distinguish it 

from more complex cases below. There are several variants on the use-indexical view, 

but either way the presemantics assigns their sentences the same clause. It might be 

‘Whacking Day is fun’ or ‘Whacking Day is fun-for-me’; the former treats ‘fun’ as some-

thing like a gradable adjective, while the later treats it like a pure indexical (note, the 

hyphenation indicates that ‘fun-for-me’ is a one-place predicate, not two-place). 

    27   Note that the phrase ‘unarticulated constituent’ is used in diff erent ways (sometimes by the same author). 

For example, Jason Stanley’s defi nition at  Stanley ( 2007  : 47) diff ers from his defi nition at  Stanley ( 2007  : 183, 

n. 2). I follow the latter, which reads, “an entity (object, property, or function) e is an unarticulated constituent 

relative to an utterance u iff  (i) e is a constituent of the proposition that a competent, refl ective speaker under 

normal circumstances would intuitively believe to be what is expressed by u, and (ii) e is not the value of any 

constituent in the expression uttered in u, and (iii) e is not introduced by context-independent composition 

rules corresponding to the structural relations between elements in the expression uttered.” The primary dif-

ference between this defi nition and the one that occurs earlier in his book is that the earlier one has the 

additional requirement that e is not the semantic value of any constituent of the logical form of the sentence 

uttered. On my reading, an unarticulated constituent is not the value of any constituent of the sentence 

uttered, but it can be the value of a constituent of the logical form (i.e., clause).   

    28   These are not the only options, but they are the most natural.   
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Although the clause is the same, the character assigned to it by the semantics will not be. 

If ‘fun’ is like a gradable adjective, then the semantics assigns a character to it that has a 

slot for the standards of the index. On the other hand, if ‘fun’ is like a pure indexical, then 

the semantics assigns it a character that has a slot for the speaker. The character assigned 

to the clause is the same for both utterances. However, since the contexts of utterance 

are diff erent, the content assigned to the clause might be diff erent. On the pure indexi-

cal view, for Mel’s case, the clause gets assigned the content that Whacking Day is fun-

for-Mel, while in Luke’s case it gets the content that Whacking Day is fun-for-Luke. On 

the gradable adjective view, for Mel’s case, the clause gets assigned the content that 

Whacking Day is fun given the standards in Mel’s conversation, while in Luke’s case it 

gets the content that Whacking Day is fun given the standards in Luke’s conversation. 

Since these contents might diff er, they might have diff erent t-distributions as well. The 

post-semantics might diff er since, either way, the semantics might treat them as asserting 

diff erent propositions. In sum, use-indexicality is a  semantic  phenomenon because the 

analyses of the two utterances diverge at the semantic level. 

 Case (v) is where things get interesting. It has come to be known as  non-indexical con-

textualism , and it treats ‘fun’ as use-sensitive (i.e., its extension varies from context to 

context), but not use-indexical (i.e., its content is the same in every context). The pre-

semantics is the same as in case (i)—both sentences are represented by the same clause; 

moreover, that clause is given a constant character, so the index has no eff ect (in the 

semantics). Thus, the clause expresses the same proposition in each index. However, the 

non-indexical contextualist adds an extra slot to the points of evaluation. In the case of 

‘fun’ it would most likely be an enjoyment scale for all the objects in the domain. Thus, 

the clause representing the sentence uttered by Mel and Luke expresses the same con-

tent relative to the respective indexes that represent their contexts, and these contents 

have the same t-distribution. So the semantics treats the two cases in exactly the same 

way (once the change has been made to the points of evaluation). However, the post-

semantics treats the t-distribution diff erently. Luke’s sentence is true in his context iff  

the content expressed by the clause assigned to the sentence he uttered is true at the 

point of evaluation corresponding to Luke’s context of utterance. The relevant point of 

evaluation is the one that uses the enjoyment scale operative in Luke’s context. If the 

proposition in question is true at this point of evaluation, then the sentence he uttered is 

true in his context; otherwise it is false in his context. The same process is used to deter-

mine whether the proposition Mel uttered (which is the same as the one Luke uttered) 

is true or false. Since their contexts of utterance might employ diff erent enjoyment 

scales, it might be that the sentence Mel uttered is true in his context, but the sentence 

Luke uttered is false in his context, despite the fact that these sentences express the same 

proposition in both contexts. In sum, once the change is made to the semantic theory to 

allow an extra slot in the points of evaluation, non-indexical use-sensitivity is a  post-

semantic  phenomenon because that is where the analyses diverge. 

 Case (vi) is often called  assessment-sensitivity , but a better name would be  non-indexical 

relativism  (for compatibility with case (v)). Again, the presemantics is the same as in case 
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(i)—both sentences are represented by the same clause; moreover, that clause is given a 

constant character, so the index has no semantic eff ect. Thus, the clause expresses the 

same proposition in each index. However, the non-indexical relativist also adds an extra 

slot to the points of evaluation. In the case of ‘fun’ it would again most likely be an 

enjoyment scale for all the objects in the domain. The clause representing the sentence 

uttered by Mel and Luke expresses the same content relative to the respective indexes 

that represent their contexts, and so they share a single t-distribution. Thus, the seman-

tics treats the two cases in exactly the same way (once the change has been made to the 

points of evaluation). However, the relativist suggests a new kind of postsemantics. 

Instead of defi ning truth for sentences in contexts (as the standard postsemantic theory 

does), the relativist defi nes truth for sentences in contexts of use from contexts of assess-

ment, which is a three-place predicate. If we let u be a context of use, i 
u
  be the index that 

represents it, a be the context of assessment, and i 
a
  be the index that represents it, then 

the standard relativist postsemantics is something like: 

  (1)  A sentence p is true in u from a iff  the content assigned to the clause that repre-

sents p with respect to i 
u
  is true at the point of evaluation <w, t, s>, where w is 

the world of i 
u
 , t is the world of i 

u
 , and s is the enjoyment scale from i 

a
 .   

 Notice that the world and time of the point of evaluation encode information about the 

context of use, whereas the standard of the point of evaluation encodes information 

about the context of assessment. Thus, even though Luke and Mel assert the same prop-

osition, that proposition might be true at the relevant point of evaluation for Mel’s case 

and false at the relevant point of evaluation for Luke’s case. It is hard to say since the 

scen arios as described do not include information about the context of assessment. 

Imagine we add this information—say Mel’s utterance is assessed by Barbara, who is a 

participant in the same conversation, and Luke’s utterance is assessed by Raghib, who 

overhears Luke, but is not a member of his conversation. Mel’s sentence is true in his 

context of use from Barbara’s context of assessment iff  the proposition it expresses is true 

at the point of evaluation consisting of the world from Mel’s context of use, the time 

from Mel’s context of use, and the standard from Barbara’s context of assessment. Luke’s 

sentence is true in his context of use from Raghib’s context of assessment iff  the propo-

sition it expresses is true at the point of evaluation consisting of the world from Luke’s 

context of use, the time from Luke’s context of use, and the standard from Raghib’s con-

text of assessment. Since Barbara’s context of assessment and Raghib’s context of assess-

ment might diff er, Luke’s sentence and Mel’s sentence might have diff erent truth values 

relative to these contexts of assessment even though they express the same proposition. 

In sum, once the extra slot is added to the points of evaluation, assessment-sensitivity is a 

 postsemantic  phenomenon. 

 Finally, in case (vii), we have assessment-indexicalism or indexical relativism. It is 

like non-indexical relativism except that the context of assessment plays a content-

determining role in the semantics instead of a truth value determining role in the post-

semantics; thus, it requires changes to the presemantic theory and the semantic theory. 
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The presemantics requires an extra context—the context of assessment. Thus, when 

Mel and Luke make their utterances, there are two contexts: the context of use and the 

context of assessment. These might be the same, but they might not. Just as before, the 

presemantics posits a clause to represent the sentence uttered, and it is the same clause in 

both cases. However, for indexical relativism, the presemantics needs two indexes—one 

to represent the context of utterance, the other for the context of assessment. So the 

semantic theory takes as input a clause/index 
u
 /index 

a
  triple. In Mel’s case, index 

u
  repre-

sents Mel’s context and index 
a
  represents Barbara’s context, while in Luke’s case, index 

u
  

represents Luke’s context and index 
a
  represents Raghib’s context. In the semantics, a 

single clause represents both sentences, and the clause gets a character, but the character 

has two slots, one for each index. The two indexes, together with the character, deter-

mine a content. That is, the clause expresses a proposition in an index of use from an 

index of assessment. Diff erent indexes of assessment might take the proposition expressed 

in a single index of use to be diff erent. Thus, there is no reason to think that the proposi-

tion expressed by the clause representing Mel’s sentence, as used in his index and assessed 

from Barbara’s index, is the same as the proposition expressed by the clause representing 

Luke’s sentence as used in his index and assessed from Raghib’s index. According to this 

option, the proposition expressed by the sentence that Mel and Luke each assert might 

be diff erent in each case, since it depends on both the context of use and the context of 

assessment. Even if Mel and Luke occupied the same context of use and uttered the 

same sentence, they might express diff erent propositions as assessed from distinct con-

texts. According to assessment-indexicalism, there is no such thing as  the  proposition 

expressed by a sentence in a context of use—instead, there is the proposition expressed 

by a sentence in a context of use from diff erent contexts of assessment. Moreover, there 

is no reason to think that an assessment indexicalist should also be a non-indexical rela-

tivist (i.e., option (vi)). In sum, once the changes are made to the presemantics and the 

semantics, assessment-indexicality is a  semantic  phenomenon.   29    

 See Figure 11 for a diagram of these seven options.    

     9.4  An assessment-sensitivity theory of truth   

 There are several things one might mean by ‘semantic relativism about truth’. Some use 

the term ‘semantic relativism’ for two separate views, non-indexical contextualism and 

assessment-sensitivity.   30    The latter is more radical than the former. Both require an extra 

parameter in each point of evaluation, but assessment-sensitivity views also require a new 

postsemantic theory that outputs the truth value of the sentence in a context of utterance 

    29   Perhaps Robert Brandom’s idea that content specifi cation is intrinsically perspectival should be thought 

of as global assessment-indexicality; see  Brandom ( 1994  ) and Scharp (2012) for discussion.   

    30    Recanati ( 2007  ) and  Richard ( 2008  ) endorse non-indexical contextualism for certain discourses and 

think of it as a species of semantic relativism;  MacFarlane ( 2005a  , 2009, forthcoming), on the other hand, 

thinks that non-indexical contextualism is not a kind of relativism—only assessment-sensitivity fi ts that 

description.   



the descriptive theory 237

Assessment-indexicality: single clause for s, index-variant character, but extra index 

that represents context of assessment, and multiple contents(determined by context of

use and context of assessment).

Invariant/univocal: single clause for s, frame-invariant character, and single content.

Ambiguity: multiple clauses for s (determined by context of use).

Unarticulated constituents: single clause for s with extra slot (whose value is determined

by context of use).

Use-indexicality: single clause for s, but index-variant character, and multiple contents

(determined by context of use).

Non-indexical contextualism: single clause for s, index-invariant character, single

content, but extra slot in points.
Non-indexical relativism: single clause for s, index-invariant character, single content,

but extra slot in points and new postsemantic theory with ‘s is true at context of use from

context of assessment’.
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    Figure 11  Presemantic, Semantic, and Postsemantic Phenomena     
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from a context of assessment, instead of outputting the truth value of the  sentence in a 

context of utterance. That is, postsemantics for an assessment-sensitivity view requires a 

three-place predicate ‘x is true at u from a’, whereas the postsemantics for non-indexical 

contextualist views needs only the more familiar ‘x is true at u’. In this section, I present my 

preferred semantics for the truth predicate, which is an assessment-sensitivity view. Later, I 

contrast it with several other options, including a non-indexical contextualist view. 

 Before we begin, it is worth a reminder that the presemantic theory, semantic theory, 

and postsemantic theory proposed do not use truth at all. Instead, in accordance with 

the policy of  not  using the inconsistent concept of truth in a descriptive theory of truth, 

the semantic theory uses truth-in-a-model (a mathematical concept) and the post-

semantics uses ascending truth and descending truth. In what follows, I rely on the 

modifi ed semantics from section 8.5 of  Chapter  8   that provides ascending truth condi-

tions and descending truth conditions for sentences uttered. 

 Consider a linguistic practice in which rational agents utter sentences that contain 

truth predicates; for ease of exposition, we can take them to speak English. For each one 

of their utterances, the presemantic theory assigns a clause/index pair. The clause repre-

sents the sentence and carries information about the sentence’s syntactic structure or 

logical form—it treats ‘x is true’ as a univocal 1–place predicate; the index represents the 

context of the utterance. 

 The semantic theory assigns a character to ‘true’, but this character ignores the index 

since ‘true’ is not an indexical.   31    That is, the content assigned to ‘true’ is invariant across 

indexes. From the index and the character of the expressions in the clause, the semantic 

theory assigns a proposition to the clause. The content of ‘true’, of course, contributes to 

the proposition assigned to the entire sentence. The last step for the semantic theory is to 

generate a t-distribution for the proposition. Recall that a t-distribution is an assign-

ment of a truth value to the proposition for each point of evaluation; however, the term 

‘truth value’ might promote misunderstanding here since the semantic theory uses 

truth-in-a-model. So, from here on, I use ‘tM-value’. Note too that because our post-

semantic theory outputs ascending truth value and descending truth value (instead of 

truth value), our semantic theory already needs an aletheic value parameter in its points 

of evaluation. That feature stems from replacing truth with ascending truth and descend-

ing truth—it has nothing to do with any kind of semantic relativism or specifi c view on 

the semantics for the truth predicate (see section 8.5 of  Chapter  8  ). 

 The specifi cally relativist feature of the semantics is that the points of evaluation have 

an additional parameter, which I call the  aletheic standard . Thus, the points of evaluation 

are <world, time, aletheic value, aletheic standard> quadruples. The aletheic standard 

provides a “reading” of the occurrences of the truth predicate in the sentence in ques-

tion. There are two possibilities for the aletheic standard parameter: the ascending stand-

ard (S 
A
 ) and the descending standard (S 

D
 ). The ascending standard interprets the truth 

    31   Throughout, I use ‘indexical’ in the general sense that includes any expression whose content depends 

on the context of utterance.   
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predicate as an ascending truth predicate, while the descending standard treats the truth 

predicate as a descending truth predicate. For example, a sentence ‘p is true’ is assigned 

tM-value 1 at points of evaluation <world, time, aletheic value, S 
A
 > iff  ‘p is ascending 

true’ would be assigned tM-value 1 at that world, time, and aletheic value; it is assigned 

tM-value 1 at points of evaluation <world, time, aletheic value, S 
D
 > iff  ‘p is descending 

true’ would be assigned tM-value 1 at that world, time, and aletheic value.   32    

 It is crucial to keep the  aletheic value  parameter and the  aletheic standard  parameter dis-

tinct—the former determines whether the semantics is assigning an ascending truth 

value or a descending truth value to the sentence in question, while the latter deter-

mines whether the sentence in question is being read as having an ascending truth 

predicate or a descending truth predicate. If we return to the example just given and 

take w 
0
  to be a world and t 

0
  to be a time, then the semantics behaves in the following 

way: 

     (i)  ‘p is true’ gets tM-value 1 at <w 
0
 , t 

0
 , A, S 

A
 > iff  ‘p is ascending true’ is ascending 

true at w 
0
  and t 

0
 .  

   (ii)  ‘p is true’ gets tM-value 1 at <w 
0
 , t 

0
 , A, S 

D
 > iff  ‘p is descending true’ is ascending 

true at w 
0
  and t 

0
 .  

   (iii)  ‘p is true’ gets tM-value 1 at <w 
0
 , t 

0
 , D, S 

A
 > iff  ‘p is ascending true’ is descending 

true at w 
0
  and t 

0
 .  

   (iv)  ‘p is true’ gets tM-value 1 at <w 
0
 , t 

0
 , D, S 

D
 > iff  ‘p is descending true’ is descend-

ing true at w 
0
  and t 

0
 .    

 The  third  slot is the  aletheic value  parameter; it has nothing to do with semantic relativism 

and is present because we have replaced the concept of truth with the concepts of 

ascending truth and descending truth in the semantics and postsemantics (in section 8.5 

of  Chapter  8  ): ‘A’ means that the semantics is specifying the ascending truth value of the 

proposition in question, and ‘D’ means that the semantics is specifying the descending 

truth value of the proposition in question. The  fourth  slot is the  aletheic standard  param-

eter; it is present because ‘true’ is assessment-sensitive: ‘S 
A
 ’ means that the semantics treats 

‘true’ in the sentence, ‘p is true’, as if it were ‘ascending true’, and ‘S 
D
 ’ means that the 

semantics treats ‘true’ in the sentence, ‘p is true’, as if it were ‘descending true’. The 

biconditionals (i)–(iv) display the part of the t-distribution for ‘p is true’ at the particular 

world and time in question. In what follows, I use ‘v’ as an aletheic value variable and ‘s’ 

as an aletheic standard variable. 

 An assessment-sensitive theory of truth also needs a postsemantics that takes t-distri-

butions as input and outputs both ascending truth value in a context of use from a con-

text of assessment and descending truth value in a context of use from a context of 

    32   One might try a version of this theory with mixed standards—e.g., a standard that reads ‘true’ in posi-

tive positions as ‘ascending true’ and reads ‘true’ in negative positions as ‘descending true’. However, I do not 

consider anything like this in what follows.   
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assessment. Here is a suggestion for that kind of postsemantic theory (letting u be a 

 context of use, a be a context of assessment, i 
u
  be the index representing u, and i 

a
  be the 

index representing a): 

  (3a)  A sentence p containing ‘true’ is  ascending true  at u from a iff  the content assigned 

to the clause representing p with respect to i 
u
  gets tM-value 1 at the point of 

evaluation <w, t, v, s> where w and t are the world and time of i 
u
 , v is the  ascend-

ing  aletheic value parameter, and s is the aletheic standard from i 
a
 . 

 (3b)  A sentence p containing ‘true’ is  descending true  at u from a iff  the content 

assigned to the clause representing p with respect to i 
u
  gets tM-value1 at the 

point of evaluation <w, t, v, s> where w and t are the world and time of i 
u
 , v is 

the  descending  aletheic value parameter, and s is the aletheic standard from i 
a
 .   

 Notice that even though there are aletheic value slots and aletheic standards slots in the 

points of evaluation, they do not contribute to the content of the sentence in the context 

of utterance. Instead, the aletheic value slot determines which kind of truth conditions 

are being given (ascending or descending) for the sentence in question and the aletheic 

standard slot determines the reading of the truth predicate in p and is picked up from the 

context of assessment. In short, the postsemantics has a single input—the t-distribution 

from the semantics—and two outputs—the ascending truth value of the sentence at the 

context of use from the context of assessment and the descending truth value of the sen-

tence at the context of use from the context of assessment. The postsemantics focuses on 

two points of evaluation from the t-distribution: (i) the world of the context of use, the 

time of the context of use, the  ascending  aletheic value, and the aletheic standard from the 

context of assessment; and (ii) the world of the context of use, the time of the context of 

use, the  descending  aletheic value, and the aletheic standard from the context of assessment. 

The former determines the  ascending  truth value of the sentence at the context of use 

from the context of assessment, and the latter determines the  descending  truth value of the 

sentence at the context of use from the context of assessment. 

 Arguments whose sentences contain ‘true’ are assessed for validity in a natural way—

an argument whose premises are the members of the set G and whose conclusion is p is 

valid iff  for every point of evaluation e, if all members of G are assigned tM-value 1 at e, 

then p is assigned tM-value 1 at e. Because all the points of evaluation are classical, the 

resulting logic of the truth predicate is classical as well. 

 To sum up: the semantics and postsemantics for ‘true’ given here diff er from those for 

a familiar, univocal, invariant predicate in two ways. First, rather than giving us the  truth  

values for sentences containing ‘true’, the theory gives us the  ascending truth  values and 

the  descending truth  values for sentences containing ‘true’. It does this because we do not 

want the theory to use the inconsistent concept of truth, so it uses the replacement con-

cepts instead. This feature has nothing to do with semantic relativism, and it is imple-

mented by the aletheic  value  parameter in the points of evaluation (it could have been 

implemented diff erently). Second, rather than giving us the ascending truth value of a 

sentence containing ‘true’ at a context of use and the descending truth value of a  sentence 
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containing ‘true’ at a context of use, the theory gives us the ascending truth value of a 

sentence containing ‘true’ at a context of use  from a context of assessment  and the descend-

ing truth value of a sentence containing ‘true’ at a context of use  from a context of assess-

ment . It does this because it treats ‘true’ as assessment-sensitive. This feature is the semantic 

relativist aspect of the theory, and is implemented by the aletheic  standard  parameter in 

the points of evaluation.  

     9.5  Other options   

 This subsection is devoted to comparing and contrasting the descriptive theory that 

takes ‘true’ to be assessment-sensitive from the previous subsection with some other 

options, and to giving reasons in favor of the assessment-sensitivity view. I consider the 

following fi ve options: (i) ‘true’ is univocal, invariant, and determinate, (ii) ‘true’ is refer-

entially indeterminate, (iii) ‘true’ is ambiguous, (iv) ‘true’ is an indexical, and (v) ‘true’ is a 

non-indexical context-dependent expression. 

 Option (i): truth is univocal, invariant, and has a determinate extension. Given the 

central claim of an inconsistency approach to the aletheic paradoxes—that truth is an 

inconsistent concept—it is rather diffi  cult to see how the predicate of English, ‘true’, 

that expresses it could be univocal, invariant, and have a determinate extension. What 

would its extension be? Any answer to this question is bound to be problematic since 

the reasoning for, say, the liar paradox can be cast as an argument that a liar sentence is in 

the extension of ‘true’ iff  it is not. One could sidestep this problem by arguing that the 

truth predicate obeys (T-In) but not (T-Out) and so is like what has come to be known 

as a classical glutty truth predicate, or one could say that it obeys (T-Out) but not (T-In) 

and so is like what is called a classical gappy truth predicate.   33    However, it is diffi  cult to 

see how one would argue for either one of these views over the other. If both (T-In) and 

(T-Out) are constitutive of truth, which is a central claim of the inconsistency approach, 

why would one of them hold and the other not? I do not see much promise for answer-

ing this question or for an inconsistency view that takes truth to be univocal, invariant, 

and have a determinate extension.   34    

 Instead, it seems like a predicate that expresses an inconsistent concept is bound to 

display some kind of semantic pathology or have some surprising semantic features. In 

    33   These terms are from Field (2008a); see Ch. 1 for details. Alternatively, one could argue that either the 

property of being ascending true or the property of being descending true (but not both) is a reference 

magnet; see  Lewis ( 1983  ), R.  Williams ( 2007  ),  Hawthorne ( 2007  ),  Sider ( 2009  ), and  Chalmers ( 2012  ) for 

discussion of reference magnets.   

    34   An error theory of truth would also fall into this category—it implies that all atomic sentences with an 

occurrence of ‘true’ are false. Aside from being exceedingly implausible, the implications of this theory for 

the validity of arguments whose sentences contain ‘true’ are hard to live with. For example, it implies that 

any argument whose conclusion is an atomic sentence with ‘true’ is unsound. Moreover, it implies that any 

argument consisting entirely of atomic sentences with ‘true’ is valid (it is impossible that its premises are true 

and its conclusion is false). We can do much better than that. See Boghossian (2006) for discussion of error 

theories for (what I am calling) inconsistent concepts.   
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addition, it seems like the replacement concepts, ascending truth and descending truth, 

should play some role in our understanding of the truth predicate. 

 Option (ii): ‘true’ is univocal and invariant, but it has a divided (indeterminate) refer-

ence. Before Hartry Field’s conversion to defl ationism, he defended a particular kind of 

correspondence theory of truth and introduced a phenomenon he dubbed referential 

indeterminacy.   35    In fact, the mass example that has guided my discussion of inconsistent 

concepts is adapted from Field’s treatment. He suggests that ‘mass’ partially denotes rela-

tivistic mass and partially denotes proper mass. The semantics he suggests for ‘mass’ relies 

on two distinct interpretations of the language to which ‘mass’ belongs. One interpret-

ation assigns ‘mass’ to the quantity of relativistic mass, and the other assigns it to the 

quantity of proper mass. It is straightforward to assign truth values to sentences contain-

ing ‘mass’ relative to each interpretation. That is, if we replace ‘mass’ in a sentence with 

‘relativistic mass’ and the resulting sentence is true, then the original is true relative to 

the fi rst interpretation; likewise for ‘proper mass’ and the second interpretation. Field 

claims that a sentence containing ‘mass’ is determinately true if it is true on both inter-

pretations, determinately false if it is false on both interpretations, and neither determi-

nately true nor determinately false if the interpretations diff er.   36    

 Field does not say how to defi ne validity for arguments whose sentences contain an 

expression that is referentially indeterminate, but his method for assigning determinate 

truth and determinate falsity is known as  supervaluation , and the most familiar supervalua-

tion consequence relation takes it that an argument whose premises constitute a set G 

and whose conclusion is a sentence p is valid iff  all the members of G are true in each 

interpretation, then p is true on each interpretation. Unfortunately, it is well-known that 

if the language in question has a predicate expressing determinate truth (i.e., truth in 

both interpretations in our case), then the logic of this language is not entirely classical—

it is weakly classical. In particular, reasoning by cases, conditional proof, and  reductio   ad 

absurdum  fail.   37    I stated earlier that I take it as a methodological assumption that an incon-

sistency approach should be compatible with classical logic. Thus, when paired with this 

version of supervaluationism, the indeterminacy option is unacceptable. 

 Instead, one might defi ne validity diff erently (the above defi nition is often called  glo-

bal , and the following is called  local  ): the argument with premises G and conclusion p is 

valid iff  for each interpretation I, if all the members of G are true in I, then p is true in I. 

This version of supervaluationism has the benefi t of being compatible with classical 

logic. It is also strikingly similar to the assessment-sensitivity theory that is the main 

focus of this chapter. Notice that the liar reasoning is diagnosed as breaking down at the 

same point on both theories—if (2) is a liar sentence (i.e., ‘(2) is not true’), then the 

instance of (T-In), ‘if (2) is not true, then (2) is true’, is not valid on either the local super-

valuation view or the assessment-sensitivity view. Likewise, the instance of (T-Out), ‘if 

    35   Field (1972, 1973), respectively.   

    36   Field (1973: 477–8).   

    37   This is a well-known, although not uncontested, result. See  Asher, Dever, and Pappas ( 2009  ) for details, 

and see R.  Williams ( 2008  ) for an alternative view.   
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(2) is true, then (2) is not true’, is also not valid on either account. Moreover, on 

both views, the truth predicate has no determinate extension. However, the local 

 supervaluation view by itself says nothing about the content of the truth predicate in the 

sense of content given by an intensional semantic theory. Indeed, the local supervalua-

tion view, conceived of as a logic for the truth predicate, is identical to the logic for the 

truth predicate specifi ed by the assessment-sensitivity view. I am not going to prove this 

formally since it would require stating both views in considerable formal precision, 

which would not be worth the eff ort. Instead, once one recognizes that the aletheic 

standards in the points of evaluation of the assessment-sensitivity view function in 

exactly the same way as the interpretations in the local supervaluation view and that the 

defi nitions of validity are identical, it should be obvious that the theories are essentially 

the same. What the assessment-sensitivity view off ers  in addition  to the logic of the truth 

predicate is an intensional semantics for the truth predicate. The interpretations used by 

the local supervaluation view are given empirical signifi cance by the assessment-sensi-

tivity theory as aletheic standards that function in contexts of assessment. Thus, the 

local supervaluation view and the assessment-sensitivity view are not competitors. One 

can think of the local supervaluationism as the logical core of the assessment-sensitivity 

theory of truth.   38    

 Option (iii): ‘true’ is ambiguous. ‘True’ sometimes means  ascending true  and sometimes 

means  descending true . There are many ambiguous expressions in English (‘bank’ is a com-

mon example), and they are usually treated as having two or more distinct meanings. 

When an ambiguous word is used in a conversation, the participants must disambiguate 

it—determine which meaning the speaker intended it to have. The intended meaning is 

usually obvious and we disambiguate words frequently without even noticing it by using 

contextual cues. In more technical terms, the semantics has two predicates that we might 

label ‘true 
1
 ’ and ‘true 

2
 ’, which are treated as totally distinct. They are assigned diff erent 

characters, they have diff erent contents, and they make diff erent contributions to the 

propositions expressed by sentences in which they occur. The presemantic theory has to 

disambiguate ‘true’ based on the context of utterance so as to select either ‘true 
1
 ’ or ‘true 

2
 ’ 

as the clause that represents it. One of these is assigned the same character as ‘ascending 

true’ and the other is assigned the same character as ‘descending true’. 

 There are several serious problems with the ambiguity option. First, linguists have 

compiled several tests for ambiguity and ‘true’ fails all of them.   39    For example, I cannot 

imagine a situation in which it would be felicitous to utter ‘p is true, but p is not true’, 

which is evidence against ‘true’ being ambiguous.   40    I am not going to go through all 

these tests—interested readers can investigate for themselves—mostly because there are, 

    38   There is much more that could be said about the relation between the two theories, but space does not 

permit a detailed discussion. See  Kremer and Kremer ( 2003  ),  Varzi ( 2007  ), R.  Williams ( 2008  ),  Cobreros 

( 2011a ,  2011b  ), and  Fara ( 2011  ).   

    39   See  Zwicky and Sadock ( 1975  ),  Cruse ( 1986  ),  Atlas ( 1989  ),  Gillon ( 2004  ), and  Kennedy ( 2010  ) on 

ambiguity and ambiguity tests.   

    40   Obviously this test presupposes that dialetheism is unacceptable.   
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to my mind, more serious problems with this kind of theory. Second, many users of 

‘true’ have no idea that it expresses an inconsistent concept and the vast majority of 

them have never heard of ascending truth or descending truth, so it is pretty implausible 

to suggest that a speaker using ‘true’ has to intend that it means either  ascending true  or 

 descending true . Remember, the theory we select for ‘true’ should work for people who 

are totally unfamiliar with the liar paradox and any other reason for thinking that there 

is a problem with truth. 

 A defender of the ambiguity view might suggest that something other than speaker’s 

intuitions determines which meaning gets attached to ‘true’. Because some sentences 

are contingently unsafe, the resulting theory would violate the Content Determination 

Condition (CDC) defended in  Chapter  3  . Consider the CDC in light of a by now 

familiar example: 

  (E)  Every complete sentence in section 9.5 of Scharp’s  Replacing Truth  whose fi rst 

letter is an ‘E’ is not true.   

 Imagine that Cletus asserts (E) in a conversational context with Brandine as his audi-

ence because he has it on good authority that all the sentences in question are indeed 

not true. Assume as well that neither Cletus nor Brandine have access to the relevant 

section of this book. It is easy to imagine that Cletus’s utterance is felicitous (indeed, we 

frequently use ‘true’ and ‘false’ in situations like this). If option (iii), on which ‘true’ is 

ambiguous is correct, then (E) as uttered by Cletus expresses either the proposition that 

every complete sentence in section 9.5 of Scharp’s  Replacing Truth  whose fi rst letter is an 

‘E’ is not descending true  or  the proposition that every complete sentence in section 9.5 

of Scharp’s  Replacing Truth  whose fi rst letter is an ‘E’ is not ascending true. Which is it? 

Since (E) uniquely satisfi es the defi nite description occurring in it, it turns out each 

reading of (E) is ascending true and not descending true (i.e., unsafe). However, this 

information is not in the context of utterance. To use Stalnaker’s terminology, the com-

mon ground does not include the information about whether the sentences in question 

are unsafe, nor could this information be ascertained by querying the participants in the 

conversation. Thus, the conversational context does not determine which proposition 

(E) expresses; that result would indicate that Cletus’s utterance is infelicitous. 

 Given the CDC and empirical unsafety, option (iii) gives us the false prediction that Cle-

tus’s utterance is infelicitous. We should not pick a theory of truth where content-deter-

mining information outruns what is available in a context of use. In other words, an adequate 

theory of truth ought to treat the conceptual inconsistency as a  postsemantic  phenomenon. 

 Option (iv): contextualism about ‘true’. The idea here is that ‘true’ is univocal, the 

presemantics assigns a single clause to represent ‘true’, and the semantics assigns a single 

character to this clause. However, the character takes input from the index that repre-

sents the context of the conversation in question. The content of ‘true’ as used in a par-

ticular context is either  ascending true  or  descending true . The important feature of this 

view is that the context of use determines whether ‘true’ has the content of ‘ascending 

true’ or the content of ‘descending true’. 
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 One problem with the contextualist option is that users of ‘true’ might not be familiar 

with ascending truth or descending truth and so might not do what is required for the 

context of utterance to determine that ‘true’ ends up with one of these contents. It is not 

even clear how the context of utterance would determine which content ‘true’ would 

get. Even if there is some intuitive way of letting the context determine its content, 

there is another problem with this view: it too violates the CDC defended in  Chapter  3  . 

The argument is analogous to the one just given for option (iii). 

 Option (v): non-indexical contextualism about ‘true’. This is a more contentious view 

and some theorists doubt that it is even coherent because it requires denying that the 

content of an expression determines its extension. In the case of truth, the view treats 

‘true’ as univocal and invariant—‘true’ gets assigned a single clause by the presemantics, 

and this clause disregards the index; so ‘true’ gets the same content regardless of the con-

text of use. A non-indexical contextualist view requires an extra parameter in the points 

of evaluation for a judge or for standards. This sort of parameter makes sense in cases like 

predicates of personal taste (e.g., ‘fun’) or epistemic modals (e.g., ‘might’). Usually, the 

judge or standard in addition to any other relevant parameters (e.g., worlds or times) 

together with the proposition expressed by the sentence in a context of use determine 

the truth value of the sentence uttered in the context of use. The idea is that an object 

satisfi es the predicate only if it meets the standard or the judge would say that it does.   41    

 Because we have replaced truth with ascending truth and descending truth for the 

purpose of doing semantics, we altered the semantic theory to have an aletheic value 

parameter and we altered the postsemantics to output the ascending truth value and the 

descending truth value of the sentence uttered in a context of use. Because of this 

change, we have two choices for the non-indexical contextualist theory. The fi rst ver-

sion adds an aletheic standard parameter to the points of evaluation and has the context 

of utterance determine the aletheic standard (either ascending or descending), which 

gives a reading to the sentence in question just as it does in the assessment-sensitivity 

option. The postsemantics is still conventional (i.e., it outputs ascending truth value in a 

context of use and descending truth value in a context of use) and would look some-

thing like (again, letting u be a context of use, a be a context of assessment, i 
u
  be the 

index representing u, and i 
a
  be the index representing a): 

  (4a)  A sentence p is  ascending true  at u iff  the content assigned to the clause repre-

senting p with respect to i 
u
  gets tM-value 1 at the point of evaluation <w, t, v, 

s> where w, t, and s are the world, the time, and the aletheic standard of i 
u
 , and v 

is the  ascending  aletheic value parameter. 

 (4b)  A sentence p is  descending true  at u iff  the content assigned to the clause repre-

senting p with respect to i 
u
  gets tM-value 1 at the point of evaluation <w, t, v, s> 

    41   I think that it makes the most sense to treat Gupta’s theory (1999)—developed in  Weiner ( 2009  )—as 

a non-indexical contextualist view. Gupta’s frames act like standards in points of evaluation. They facilitate 

assignment of an extension to the expression in question at a possible world.   
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where w, t, and s are the world, the time, and the aletheic standard of i 
u
 , and v is 

the  descending  aletheic value parameter.   

 This version of non-indexical contextualism about truth seems to me to fall prey to a 

simple objection: those using ‘true’ might not know that it expresses an inconsistent 

concept and so might not have any idea that the context of utterance is supposed to 

determine an aletheic standard. Moreover, they might not have even heard of ascending 

truth or descending truth and so would have no idea what an aletheic standard is. So it is 

hard to see how a context of utterance could contribute an aletheic standard that would 

be used by the postsemantic theory. 

 Instead of this version of non-indexical contextualism, there is another that does not 

have the same problem. It does not rely on the context of utterance to supply an aletheic 

standard, and it is only possible because we have replaced truth in our theory with 

ascending truth and descending truth. The key is to let the aletheic  value  parameter 

(which is already present in the points of evaluation because we have replaced truth 

with ascending truth and descending truth) do its duty as an aletheic  standard  parameter. 

The points of evaluation have worlds, times, and aletheic values—so we have only three 

slots. The postsemantic theory looks like this: 

  (5a)  A sentence p is  ascending true  at u iff  the content assigned to the clause represent-

ing p with respect to i 
u
  gets tM-value 1 at the point of evaluation <w, t, v> where 

w and t are the world and the time of i 
u
 , v is the  ascending  aletheic value parameter. 

 (5b)  A sentence p is  descending true  at u iff  the content assigned to the clause representing 

p with respect to i 
u
  gets tM-value 1 at the point of evaluation <w, t, v> where w 

and t are the world and the time of i 
u
 , v is the  descending  aletheic value parameter.   

 The tM-value assignments are determined in the following way: 

     (i)  ‘p is true’ gets tM-value 1 at <w 
0
 , t 

0
 , A> iff  ‘p is ascending true’ is ascending true 

at w 
0
  and t 

0
 .  

   (ii)  ‘p is true’ gets tM-value 1 at <w 
0
 , t 

0
 , D> iff  ‘p is descending true’ is descending 

true at w 
0
  and t 

0
 .    

 Notice that this postsemantics does  not  take the aletheic standard to be given by the context 

of use. Instead, the ascending truth conditions are given by considering a point of evaluation 

that has the ascending value where the sentence in question is read by the ascending stand-

ard, while the descending truth conditions are given by considering the point of evaluation 

that has the descending value where the sentence is read by the descending standard. That is 

a big diff erence between this version of non-indexical contextualism and the previous one. 

Note that this would not work in general for other inconsistent concepts since the post-

semantic theory would not be formulated in terms of them. Nevertheless, it off ers a very 

pretty theory of our inconsistent concept of truth without resorting to a radical kind of 

relativism (i.e., assessment-sensitivity). Below, I explain why I prefer the assessment-sensi-

tivity theory to this one; roughly, this theory classifi es liar sentences and truth-teller sen-

tences alike, but the assessment-sensitivity view distinguishes between them.  
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     9.6  An example   

  To illustrate the two options still on the table, I present a toy language with a preseman-

tic theory, the two semantic theories (i.e., one with <w, t, v> points of evaluation and 

one with <w, t, v, s> points of evaluation), and the two postsemantic theories (i.e., one 

with ‘x is ascending true in context c’ and ‘x is descending true in context c’, and one 

with ‘x is ascending true in context of use u from context of assessment a’ and ‘x is 

descending true in context of use u from context of assessment a’).  

     9.6.1  Syntax for L   

 Our language, L, has several kinds of basic expressions: 

      (i)   Individual constants : ‘I’, ‘Clancy’, ‘insanity pepper’, ‘space coyote’, ‘the sentence’  

    (ii)   One-place predicates : ‘cook’, ‘true’  

    (iii)   Logical connectives : ‘~’, ‘∧’, ‘∨’, ‘→’  

    (iv)   Operators : ‘now’, ‘possibly’.    

 The following are the formation rules for L’s syntax:

      (i)  If α is an individual constant and γ is a one-place predicate, then ‘γ(α)’ is a 

sentence.  

    (ii)  If ϕ and ψ are sentences, then ‘~ϕ’, ‘ϕ∧ψ’, ‘ϕ∨ψ’, and ‘ϕ → ψ’ are sentences.  

    (iii)  If ϕ is a sentence, then ‘nowϕ’ and ‘possiblyϕ’ are sentences.    

     9.6.2  Semantics for L   

 A  frame  of L is a 7-tuple F = <I, D, W, T, S, V, I> such that: 

      (i)  I is a non-empty set of indexes where for all i∈I, i = <w, t, d, s, o> where w∈W, 

t∈T, d∈D, s∈S, and o∈D (i.e., i is a world/time/speaker/aletheic standard/

object 5-tuple).   42     

    (ii)  D is a non-empty set (i.e., the domain), which includes every sentence of L.  

    (iii)  W is a non-empty set (i.e., the worlds).  

    (iv)  T is the set of real numbers (i.e., the times).  

    (v)  S = {S 
A
 , S 

D
 }, where S 

A
  is the ascending aletheic standard and S 

D
  is the descend-

ing aletheic standard.  

    (vi)  V = {A, D}, where A is the ascending aletheic value and D is the descending 

aletheic value.  

    (vii)  I is a function that assigns an intension to each individual constant and predi-

cate other than ‘I’ and ‘the sentence’ (defi ned below).    

 Defi ne the following functions on indexes: 

    42   Remember, an index has information about a context of utterance and a context of assessment; it is 

distinct from the points of evaluation.   
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      (i)  w(<w, t, d, s, o>) = w (i.e., the world of the index)  

    (ii)  t(<w, t, d, s, o>) = t (i.e., the time of the index)  

    (iii)  a(<w, t, d, s, o>) = d (i.e., the agent of the index)  

    (iv)  s(<w, t, d, s, o>) = s (i.e., the aletheic standard of the index)  

    (v)  o(<w, t, d, s, o>) = o (i.e., the salient object of the index)    

 If α is an individual constant of L other than ‘I’, or ‘the sentence’, or a predicate of L, then 

I assigns to α an intension I α  in the following way:

      (i)  If α is an individual constant other than ‘I’ or ‘the sentence’, then I α  is a function 

from W×T×V×S to D such that for all v, v´∈V and s, s´∈S, I α (w, t, v, s) = I α (w, t, v´, 

s´); i.e., the individual constants other than ‘I’ and ‘the sentence’ are assigned a mem-

ber of the domain for each <world, time, aletheic value, aletheic standard> quadru-

ple, and the function is invariant across aletheic standards and aletheic values.  

    (ii)  If α = ‘cook’, then I α  is a function from W×T×V×S to a 2 D  such that for all v, 

v´∈V and s, s´∈S, I α (w, t, v, s) = I α (w, t, v´, s´); i.e., ‘cook’ is assigned a subset of 

the domain for each <world, time, aletheic value, aletheic standard> quadruple 

that is invariant across aletheic standards and aletheic values.  

    (iii)  If α = ‘true’, then I α  is a function from W×T×V×S to a 2 D ; i.e., ‘true’ is assigned 

a subset of the domain for each <world, time, aletheic value, aletheic standard> 

quadruple.    

 If α is an individual constant or predicate, then the extension of α for frame F, index i, 

world w, time t, aletheic value v, and aletheic standard s (written as ‘[[α]] 
F, i, w, t, v, s

 ’) is 

defi ned in the following way: 

      (i)  If α is a predicate or an individual constant other than ‘I’ or ‘the sentence’, then 

[[α]] 
F, i, w, t, v, s

  = I α  (w, t, v, s)  

    (ii)  [[I]] 
F, i, w, t, v, s

  = a(i)  

    (iii)  [[the sentence]] 
F, i, w, t, v, s

  = o(i)    

 Defi ne the following extensions for sentences (for frame F, index i, world w, time t, 

aletheic value v, and aletheic standard s), where α is a constant, γ is a 1–place predicate, 

and ϕ and ψ are sentences: 

      (i)  [[γ(α)]] 
F, i, w, t, v, s

  = 1 iff  [[α]] 
F, i, w, t, v, s

  ∈[[γ]]  
F, i, w, t, v, s

   
s
   

    (iii)  [[~ϕ]] 
F, i, w, t, v, s

  = 1 iff  [[ϕ]] 
F, i, w, t, v, s

  = 0  

    (iv)  [[ϕ∧ψ]] 
F, i, w, t, v, s

  = 1 iff  [[ϕ]] 
F, i, w, t, v, s

  = 1 and [[ψ]] 
F, i, w, t, v, s

  = 1  

    (v)  [[ϕ∨ψ]] 
F, i, w, t, v, s

  = 1 iff  [[ϕ]] 
F, i, w, t, v, s

  = 1 or [[ψ]] 
F, i, w, t, v, s

  = 1  

    (vi)  [[ϕ → ψ]] 
F, i, w, t, v, s

  = 1 iff  if [[ϕ]] 
F, i, w, t, v, s

  = 1 then [[ψ]] 
F, i, w, t, v, s

  = 1  

    (vii)  [[Nowϕ]] 
F, i, w, t, v, s

  = 1 iff  [[ϕ]] 
F, i, w, t, v, s

  = 1  

    (iv)  [[Possiblyϕ]] 
F, i, w, t, v, s

  = 1 iff  for some w´ [[ϕ]] 
F, i, w, t, v, s

  = 1    
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 Now to defi ne the contents for each sentence, constant, or predicate ζ:

     (i)  {ζ} 
F, i

  = the function from <w, t, v, s> to [[ζ]] 
F, i, w, t, v, s

     

 Contents are functions from points of evaluation to extensions; in the case of sentences, 

extensions are tM-values. 

 The above defi nition of a frame says little about how ‘true’ works other than that its 

tM-value might depend on the aletheic value parameter and the aletheic standard 

parameter—it says nothing about how these parameters function. It will be instructive 

to consider a particular class of frames that model an example conversation and a par-

ticular world and range of times in which the conversation takes place. In this class of 

frames, the domain includes an insanity pepper, a space coyote, Clancy, and of course all 

the sentences of L. Every frame in the class has an intension function that assigns (for the 

world and times in question) the following extensions: Clancy to ‘Clancy’, the insanity 

pepper to ‘insanity pepper’, the space coyote to ‘space coyote’, and all and only the cooks 

in the domain to ‘cook’. 

 In this class of frames, at the world and times in question, the intension of ‘true’ is a 

function that behaves in the following way. For sentences that do not contain ‘true’, the 

aletheic standard parameter and aletheic value parameter have no eff ect. For sentences of 

L that contain ‘true’, the ascending aletheic standard treats ‘true’ as an ascending truth 

predicate and the descending standard treats ‘true’ as a descending truth predicate. So it 

seems like a simple substitution would do the trick. However, because some sentences 

attribute truth to other sentences that themselves contain truth predicates, we need to be 

a bit more global in our approach. Let L´ be the language that results from substituting 

‘ascending true’ for ‘true’ in each sentence of L, and let L´´ be the language that results 

from substituting ‘descending true’ for ‘true’ in each sentence of L. For each sentence ϕ of 

L, there is a corresponding sentence ϕ´ of L´ and a sentence ϕ´´ of L´´. If ϕ does not con-

tain a truth predicate, then ϕ = ϕ´ = ϕ´´. Now, the ascending standard treats the proposi-

tion in question, {ϕ} 
F, i

  as if it were {ϕ´} 
F, i

 , the proposition expressed by the corresponding 

sentence of L´, and the descending standard treats {ϕ} 
F, i 

  as if it were {ϕ´´} 
F, i

  , the propo-

sition expressed by the corresponding sentence of L´´. In addition, the intension function 

for ‘true’ in the class of frames in question might assign diff erent tM-values to a sentence 

at points of evaluation with diff erent aletheic value parameters. At points with the ascend-

ing aletheic value, a sentence ϕ of L is assigned tM-value 1 iff  the corresponding sentence 

(i.e., ϕ, ϕ´, or ϕ´´) is ascending true at the world and time in question, and at points with 

the descending aletheic value, ϕ is assigned tM-value 1 iff  the corresponding sentence is 

descending true at the world and time in question. In sum, the intension function for 

‘true’ in the class of frames in question obeys the following constraints:

     (i)  ϕ gets tM-value 1 at world w, time t, aletheic value A, and aletheic standard S 
A
  

iff  ϕ´ is ascending true at w and t.  

   (ii)  ϕ gets tM-value 1 at world w, time t, aletheic value A, and aletheic standard S 
D
  

iff  ϕ´´ is ascending true at w and t.  
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   (iii)  ϕ gets tM-value 1 at world w, time t, aletheic value D, and aletheic standard S 
A
  

iff  ϕ´ is descending true at w and t.  

   (iv)  ϕ gets tM-value 1 at world w, time t, aletheic value D, and aletheic standard S 
D
  

iff  ϕ´´ is descending true at w and t.    

 Thus, even though ‘ascending true’ and ‘descending true’ are not part of L, they show up 

in the semantics to handle the aletheic standards and the aletheic values.  

     9.6.3  Presemantics and postsemantics for L   

  Now that we have our semantic theory, imagine that Ned and Clancy are having a con-

versation using L; in their immediate vicinity is a blackboard they can write on. Assume 

that Clancy is a cook and that Ned is not a cook throughout their conversation.  

     9.6.3.1  The assessment-sensitivity option     At a certain point in their conversation Clancy 

asserts ‘I am a cook’. The presemantic theory selects a clause, ‘cook(I)’ to represent Clancy’s 

sentence and an index <w, t, d, s, o> to represent the context of Clancy’s utterance (w is 

the world, t is the time, d is the agent, s is the aletheic standard, and o is the salient object—

which will be handy when they start talking about the sentence on the blackboard). Note 

that the aletheic standard is picked up from the context of assessment, not the context of 

utterance, but for ease of exposition, there is just one index that has information from the 

context of utterance and the context of assessment. Since Clancy’s sentence does not 

have a truth predicate, the aletheic standard plays no role at all, and since his sentence is 

safe, its ascending truth value and descending truth value are the same. Thus, the semantic 

theory above assigns 1 to the clause relative to the index and all the world/time/aletheic 

value/aletheic standard quadruples where Clancy is a cook, and 0 otherwise. 

 The following is our postsemantic theory: 

  (3a)  A sentence p containing ‘true’ is  ascending true  at u from a iff  the content assigned 

to the clause representing p with respect to i 
u
  gets tM-value 1 at the point of 

evaluation <w, t, v, s> where w and t are the world and time of i 
u
 , v is the  ascend-

ing  aletheic value parameter, and s is the aletheic standard from i 
a
 . 

 (3b)  A sentence p containing ‘true’ is  descending true  at u from a iff  the content 

assigned to the clause representing p with respect to i 
u
  gets tM-value 1 at the 

point of evaluation <w, t, v, s> where w and t are the world and time of i 
u
 , v is 

the  descending  aletheic value parameter, and s is the aletheic standard from i 
a
 .   

 Our postsemantics implies that Clancy’s sentence, ‘I am a cook’ is ascending true in the 

context of use iff  Clancy is a cook; it implies that Clancy’s sentence ‘I am a cook’ is 

descending true in the context of use iff  Clancy is a cook.   43    

    43   Since ‘Clancy is a cook’ has no assessment-sensitive vocabulary, the postsemantics does not need to 

consider contexts of assessment at all. Alternatively, we could say that ‘I am a cook’ is ascending true in the 

context of use from any context of assessment iff  Clancy is a cook, and that ‘I am a cook’ is descending true 

in the context of use from any context of assessment iff  Clancy is a cook.   
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 At another point in their conversation, Clancy writes ‘Clancy is a cook’ on the black-

board and utters ‘the sentence is true’. The presemantic theory selects ‘true(the  sentence)’ 

to represent Clancy’s sentence and an index to represent the context of use. The index, 

however, picks up the aletheic standard from the context of assessment, so let us stipulate 

that the context of assessment is the same as the context of utterance and that Clancy 

decides on the ascending standard. In L, ‘the sentence’ acts like an indexical and it picks 

out whatever object is salient in the context—here, it is the sentence written on the 

blackboard.   44    I stipulated that every sentence of L is in the domain, so there is no prob-

lem picking out ‘Clancy is a cook’. The clause representing Clancy’s sentence, ‘true(the 

sentence)’, is assigned a proposition, which is then assigned tM-values at each point of 

evaluation. The tM-value assigned to it at a point <w, t, v, s> where s = S 
D
  is the tM-

value that would be assigned to the proposition expressed by the corresponding sen-

tence of L´ at w, t, and v: ascending true(the sentence). That is, the points of evaluation 

with the ascending aletheic standard treat the proposition in question as if Clancy had 

uttered a sentence containing ‘ascending true’ instead of ‘true’. (Likewise, the points of 

evaluation with the descending truth standard treat the proposition in question as if 

Clancy had uttered a sentence containing ‘descending true’ in place of ‘true’. The tM-

value assigned to it at a point <w, t, v, s> where s = S 
D
  is the tM-value that would be 

assigned to the proposition expressed by the corresponding sentence of L´´ at w, t, and v. 

This would be relevant if Clancy had decided on the descending aletheic standard 

instead.) Since ‘ ‘Clancy is a cook’ is ascending true’ is descending true (and thus ascend-

ing true) at the world and time in question, the semantic theory assigns 1 to the proposi-

tion at <w 
0
 , t 

0
 , A, S 

A
 > and at <w 

0
 , t 

0
 , D, S 

A
 > where w 

0
  and t 

0
  are the world and time of 

the index representing Clancy’s context of use. Thus, the postsemantic theory implies 

that ‘the sentence is true’ is ascending true in the context of use from the context of 

assessment and that ‘the sentence is true’ is descending true in the context of use from 

the context of assessment. Had Clancy chosen the descending standard instead, the 

results would have been the same. (The reader will no doubt wonder what motivates 

this choice—I discuss the issue below). 

 Later, Ned writes ‘the sentence is not true’ on the blackboard. Although we have been 

considering utterances as verbal performances, let us be a bit more liberal and treat his 

inscription as an utterance. The presemantic theory selects ‘~true(the sentence)’ to rep-

resent Ned’s sentence, and the o slot in the index that represents his context picks out 

‘~true(the sentence)’ (i.e., the clause of the sentence written on the blackboard). In 

other words, Ned uttered a liar sentence. The proposition assigned to the clause 

is{~true(the sentence)} 
F, i

 ; I abbreviate it as ‘{ϕ} 
F, i

 ’. Imagine it is being assessed by Clancy, 

who decides to use the descending aletheic standard in his context of assessment. 

 For points <w, t, A, S 
A
 > it assigns a tM-value based on whether the corresponding 

proposition {ϕ´} 
F, i

  is ascending true at w and t, and at points <w, t, D, S 
A
 > it assigns a tM-

    44   Again, this feature is an easy way to generate self-reference, but it is not a realistic take on the semantics 

for locutions like ‘the sentence’.   
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value based on whether the corresponding proposition {ϕ´} 
F, i

  is descending true at w 

and t. For points <w, t, A, S 
D
 > it assigns a tM-value based on whether the corresponding 

proposition {ϕ´´} 
F, i

  is ascending true at w and t, and at points <w, t, D, S 
D
 > it assigns a 

tM-value based on whether the corresponding proposition {ϕ´´} 
F, i

  is descending true 

at w and t. Since Clancy chose the descending standard in the context of assessment, we 

look at L´´, where ‘the sentence’ refers to ‘~descending true(the sentence)’, which is 

ascending true and not descending true at w and t. Hence, [[the sentence]]  
F, i, w, t, A, SD

  

∈[[ascending true]]  
F, i, w, t, A, SD

 , so [[~descending true(the sentence)]] 
F, i, w, t, A, SD

  = 1.   45    

Therefore, {ϕ} 
F, i

  gets tM-value 1 at <w, t, A, S 
D
 >. Moreover, [[the sentence]] 

F, i, w, t, D, SD
  

∉[[descending true]] 
F, i, w, t, D, SD

 , so [[~descending true(the sentence)]] 
F, i, w, t, D, SD

  = 0. 

Therefore,{ϕ} 
F, i

  gets tM-value 0 at <w, t, D, S 
D
 >. Remember, the third slot in the 

points of evaluation contains the aletheic value parameter, which determines whether 

the semantics is assessing the reading of the sentence for ascending truth or descending 

truth, while the fourth slot contains the aletheic standard parameter, which produces a 

reading of the sentence (it treats ‘true’ in the sentence as either ‘ascending true’ or 

‘descending true’). 

 The postsemantics produces an ascending truth value for the sentence in a context of 

use from a context of assessment by considering the points of evaluation with the 

ascending aletheic value parameter, and it produces a descending truth value for the 

sentence in a context of use from a context of assessment by considering the points of 

evaluation with the descending aletheic value parameter. In particular, it yields the fol-

lowing results: Ned’s sentence, ‘the sentence is not true’ is ascending true in Ned’s con-

text of use from Clancy’s context of assessment, and the sentence is not descending true 

in Ned’s context of use from Clancy’s context of assessment. Since Ned uttered a liar 

sentence and Clancy’s context of assessment invokes the descending standard, the 

semantics reads Ned’s sentence as the descending liar. The ascending aletheic value 

assesses the descending liar for ascending truth—it is ascending true. Then the descend-

ing aletheic value assesses the descending liar for descending truth—it is not descending 

true. Had Clancy invoked the ascending standard instead, the results would have been 

the same.  

     9.6.3.2  The non-indexical contextualist option     The major diff erence in the non-indexical 

contextualist theory is that there is no aletheic standard slot in the points of evaluation, 

so they are triples: <w, t, v>. The aletheic value parameter controls the reading of the 

sentence  and  whether it is being evaluated for ascending truth or descending truth. The 

    45   Here I am writing as if ‘ascending true’ and ‘descending true’ have their own clauses in the semantic 

theory, which would be required for languages L´ and L´´. Although I have not specifi ed these clauses 

explicitly, it should be obvious how it would be done.   
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postsemantics outputs the ascending truth value of the sentence in the context of use 

and the descending truth value of the sentence in the context of use. 

 The fi rst sentence uttered by Clancy, ‘I am a cook’, is ascending true in the context of 

use and is descending true in the context of use. The second sentence uttered by Clancy, 

‘the sentence is true’ referring to ‘Clancy is a cook’, has the same results. It is the third 

sentence, ‘the sentence is not true’, that Ned writes on the board, which refers to itself, 

that we want to investigate. Just as before, the presemantics selects ‘~true(the sentence)’ 

to represent Ned’s sentence and the o slot in the index that represents his context of 

utterance picks out ‘~true(the sentence)’. The semantic theory assigns a character to the 

clause for Ned’s sentence, which together with the index, picks out the proposition that 

‘~true(the sentence)’ is not true; call this {ϕ} 
F, i

 . This proposition is assigned a tM-value 

at every point. For points <w, t, A> it assigns a tM-value based on whether the corres-

ponding proposition {ϕ´} 
F, i

  is ascending true at w and t, and at points <w, t, D> it 

assigns a tM-value based on whether the corresponding proposition {ϕ´´} 
F, i

  is descend-

ing true at w and t. In L´, ‘the sentence’ refers to ‘~ascending true(the sentence)’, which 

is ascending true and not descending true at w and t. Hence, [[the sentence]] 
F, i, w, t, v

  

∈[[ascending true]] 
F, i, w, t, v

 , so [[~ascending true(the sentence)]] 
F, i, w, t, v

  = 1. Therefore, 

{ϕ} 
F, i

  gets tM-value 1 at <w, t, A>. On the other hand, in L´´, ‘the sentence’ refers to 

‘~descending true(the sentence)’, which is ascending true and not descending true at w 

and t. Hence, [[the sentence]] 
F, i, w, t, v

  ∉[[descending true]] 
F, i, w, t, v

 , so [[~descending true(the 

sentence)]] 
F, i, w, t, v

  = 0. Therefore,{ϕ} 
F, i

  gets tM-value 0 at <w, t, D>. The postsemantics 

yields the following results: Ned’s sentence, ‘the sentence is not true’ is ascending true in 

his context, and his sentence is not descending true in his context. Since the ascending 

value parameter reads his sentence as the ascending liar, it treats Ned’s sentence as 

ascending true in his context. Since the descending value parameter reads his sentence 

as the descending liar, it treats Ned’s sentence as not descending true in his context. 

Notice that there are no contexts of assessment and the reading of the sentence has 

nothing to do with the context of utterance. 

 On the non-indexical contextualist option, the reading of Ned’s sentence and the 

evaluation of that reading are controlled by a single slot, so there are only two options—

assessing the ascending liar for ascending truth or assessing the descending liar for 

descending truth. However, on the assessment-sensitivity option, there are two slots, 

and hence four options—assessing the ascending liar for ascending truth and for 

descending truth, and assessing the descending liar for ascending truth and for descend-

ing truth.    

     9.7  Resolving the paradoxes   

  There are pros and cons of each option that is still on the table (i.e., non-indexical 

 contextualism and assessment-sensitivity). The former is surely simpler (i.e., one degree 

of variability in the aletheic standard), and I would prefer it if the latter were not more 

versatile (i.e., two degrees of variability). It is not yet clear whether that additional 
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 versatility might come in handy. So, I have presented the two postsemantic approaches 

to truth and the aletheic paradoxes without choosing between them so far. 

 Note that the two approaches say the same thing about the liar reasoning—it is invalid 

because it uses (T-In) and (T-Out), both of which have exceptions on these approaches. 

To justify this claim, we need to take a look at validity.  

     9.7.1  Validity   

 In  Chapter  6  , I mentioned that every logical approach to the paradoxes (except the sub-

structural ones) is inconsistent with the claim that an argument is valid iff  necessarily, it 

is truth-preserving. That might seem to leave us without an account of validity at all. I 

think this impression is mistaken. The reason has to do with the point made in section 

8.5 of  Chapter  8   that truth-in-a-model is a mathematical concept, not aff ected by the 

paradoxes associated with truth. The defi nition of validity is: 

  (Valid)  <Γ, ϕ> is valid iff  for every model M, if all the members of  Γ are true-in-

M, then ϕ is true-in-M.   

 For our purposes, a model is a point of evaluation in the structure described in the last 

couple of sections. Thus, an argument <Γ, ϕ> (where ϕ and all the members of Γare 

sentences of L) is valid iff  for every point of evaluation e in F, if for all γ∈Γ, γ is true at e, 

then ϕ is true at e. 

 Notice that all the inference rules of classical logic are valid according to (Valid) since 

every point of evaluation is classical. Notice also that instances of: 

  (T-In) If ϕ, then 〈ϕ〉 is true, and 

 (T-Out) If 〈ϕ〉 is true, then ϕ   

 where ϕ is a liar sentence, get tM-value 0 at some points of evaluation. For example, the 

instances of (T-In) get tM-value 0 at points of evaluation with the descending standard and 

the instances of (T-Out) get tM-value 0 at points of evaluation with the ascending standard. 

Thus, according to the categorization of logical approaches to the aletheic paradoxes given in 

 Chapter  1  , both postsemantic approaches are classical symmetric—they are fully compatible 

with classical logic and deny both (T-In) and (T-Out). The associated inference rules:

  (T-Intro) ϕ ⊢ 〈ϕ〉 is true, and 

 (T-Elim) 〈ϕ〉 is true ⊢ ϕ   

 are invalid according to the postsemantic approaches. That is consistent with a classical 

symmetric logical approach. 

 In addition, note that on this inconsistency approach, (T-In) and (T-Out) are con-

stitutive of truth, but they are not true in general. That is a crucial feature of any incon-

sistency approach that avoids dialetheism—since the constitutive principles of an 

inconsistent concept are inconsistent (possibly with respect to some additional 

assumptions), they cannot all be true.  
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     9.7.2  The liar   

 One point to notice is how this theory deals with paradoxical sentences. For example: 

  (2) (2) is not true.   

 The liar argument is below: 

     1.  (2) is true [assumption for  reductio ]  

   2.  ‘(2) is not true’ is true [(Sub) from 1]  

   3.  (2) is not true [(T-Out) from 2]  

   4.  ⊥ [conjunction introduction from 1, 3]  

   5.  (2) is not true [ reductio  from 1–4]  

   6.  ‘(2) is not true’ is true [(T-In) from 5]  

   7.  (2) is true [(Sub) from 6]  

   8.  ⊥ [conjunction introduction from 5, 7]    

 Our language from the last section, L, cannot express this argument since the only way 

to refer to its sentences is ‘the sentence’. Still, it would be easy to add ‘(2)’ as a constant so 

we could formulate and evaluate this argument (I omit the details). 

 It is easy to see that the argument is invalid—it fails at two steps. It fails at step 3 

because it is not the case that the inference from ‘ ‘(2) is not true’ is true’ to ‘(2) is not true’ 

is valid—it fails at points of evaluation with the ascending standard. Likewise, the argu-

ment fails at step 6 as well, since this move is invalid due to points of evaluation with the 

descending standard.  

     9.7.3  Other paradoxes   

 The other aletheic paradoxes are blocked as well for the same reason—neither (T-In) nor 

(T-Out) is true at every point of evaluation. Since the other two major aletheic paradoxes, 

Curry’s paradox and Yablo’s paradox, both require (T-In) and (T-Out), none of the argu-

ments in them is valid according to the postsemantic approaches outlined here. We know 

that the other aletheic paradoxes that do not involve (T-In) and (T-Out) (e.g., Montague’s 

paradox) are avoided because ADT is consistent (relative to a background set theory).  

     9.7.4  Truth-tellers   

 Although the truth-teller is not paradoxical, thinking about how it is handled by the 

non-indexical contextualist and assessment-sensitivity approaches provides us with 

additional data that might be relevant in deciding between them. The truth-teller is: 

  (6) (6) is true.   

 Again, L cannot express this sentence but it is easy to add ‘(6)’ to L so that it can (I omit 

the details). 
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 Non-indexical contextualism has only one slot for the aletheic standard, which serves 

two purposes: a reading of (6) and the entry in the aletheic conditions for (6). As I men-

tioned in  Chapter  6  , both truth-tellers are safe; the descending truth-teller is not ascend-

ing true and the ascending truth-teller is descending true.   46    Thus, the non-indexical 

contextualist approach has the following consequences for context u: (6) is  ascending 

true in u and (6) is not descending true in u. That is, it has the same aletheic conditions as 

the liar. 

 The assessment-sensitivity view diff ers on the truth-teller. Assessment-sensitivity 

semantics has two slots for aletheic standards; one controls the reading of (6) and the 

other dictates which aletheic condition is relevant. The assessment-sensitivity approach 

implies that (as used in context u) (6) is descending true in u from contexts with the 

ascending standard and (6) is not ascending true in u from contexts with the descending 

standard. That is signifi cantly diff erent from the status the liar has. Therefore, non-index-

ical contextualism cannot distinguish between paradoxical sentences like the liar and 

merely odd sentences like the truth-teller, but the assessment-sensitivity approach can. 

That is a big point in favor of assessment-sensitivity, and for this reason I endorse the 

assessment-sensitivity approach (also known as non-indexical relativism) to the aletheic 

paradoxes. Nevertheless, it could turn out that the non-indexical contextualist approach 

is superior after more data come in.   

     9.8  Problems for semantic relativism   

 The literature on non-indexical contextualism and assessment-sensitivity is large and 

growing every week it seems. A brief summary is in order. Below is a list of the views 

that appeal to assessment-sensitivity or non-indexical contextualism:

     (i)    general : applies language-wide or at least for a large number of linguistic 

expressions   47     

   (ii)   predicates of personal taste : for example, ‘tasty’, ‘disgusting’, and ‘fun’   48     

   (iii)   epistemic modals : for example, ‘might’ and ‘could’   49     

   (iv)   knowledge : the word ‘knows’ and its cognates   50     

   (v)   future : all physically possible claims about the future   51     

   (vi)   morality : for example, ‘good’ and ‘right’   52     

    46   Again, these claims are based on the intended xeno model for ADT; I do not know whether they are 

consequences of ADT.   

    47   See  Kölbel ( 2002 ,  2003 ,  2004 ,  2007  ),  Predelli ( 2005  ),  Recanati ( 2007  , 2008),  Predelli and Stojanovic 

( 2008  ),  Einheuser ( 2008  ),  Egan ( 2009  ),  Parsons ( 2011  ) and MacFarlane (forthcoming).   

    48   See  Kölbel ( 2002 ,  2003  ),  MacFarlane ( 2005a ,  2007a  , 2011b, forthcoming),  Egan ( 2006 ,  2010  ),   Lasersohn 

( 2005 ,  2008 ,  2009  ), and  Einheuser ( 2008  ).   

    49   See  Kölbel ( 2002  ),  Egan, Hawthorne, and Weatherson ( 2005  ),  Egan ( 2007  ),  Stephenson ( 2008 ,  2009  ), 

MacFarlane (2011a) and  Einheuser ( 2008  ).   

    50   See  MacFarlane ( 2005b  ) and  Brogaard ( 2008  ).   

    51   See  MacFarlane ( 2003  , 2008) and Brogaard (2010).   

    52   See  Kölbel ( 2002 ,  2004 ,  2007  ) and  MacFarlane and Kolodny ( 2010  ).   
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   (vii)  color: for example, ‘red’   53     

   (vii)   vagueness : for example, ‘bald’ and ‘heap’   54     

   (viii)   confusion : for example, ‘mass’ and ‘boche’   55     

   (ix)   relativistic : for example, ‘duration’.   56       

 Those seem to be the major ones, but there might be others as well. 

 Most of these theorists argue that their theories capture the linguistic data better than 

the alternatives. The linguistic data include the surface grammar of the expressions in 

question, the ways in which speakers take one another to agree on certain points in cer-

tain situations and disagree on certain points in other situations, the circumstances under 

which agents treat one another as having said the same thing, the ways in which speakers 

treat themselves and one another as authoritative on certain issues, and the ways in which 

speakers retract claims in light of certain challenges. For example, one might think that if 

one person asserts that stewed rhubarb is tasty and another asserts that it is not, then they 

disagree, but neither of them is guilty of some cognitive fault or shortcoming. Instead, this 

might be a case of faultless disagreement. Some non-indexical contextualists and non-

indexical relativists have argued that their views off er the best explanation of faultless 

disagreement.   57    In addition, some non-indexical relativists argue that their view explains 

speakers’ tendency to retract previous claims better than non-indexical contextualism; 

for example, if Milhouse at age ten asserts that Squishees are tasty, but then at age twenty 

denies that they are tasty, he might say that his age ten utterance was mistaken. It is diffi  -

cult for non-indexical contextualism to explain this behavior since it entails that the 

sentence Milhouse uttered at age ten is true in that context of use. However, the non-

indexical relativist can say that the sentence Milhouse uttered at age ten is true in the age 

ten context of use from the age ten context of assessment, but the sentence he uttered at 

age ten is false in the age ten context of use from the age twenty context of assessment.   58    

 Non-indexical contextualism and non-indexical relativism have come in for plenty 

of criticism as well. Below are some of the more prominent objections: 

      (i)   Self-refutation : traditional forms of relativism are thought to be self-refuting—

some argue that the new forms are as well.   59     

    (ii)   Extra parameters : some argue that it is unclear how to understand the extra 

parameters in the points of evaluation that are required by non-indexical con-

textualism and non-indexical relativism.   60     

    53   See  Egan ( 2006 ,  2010  ) and Brogaard (2010).   

    54   See  Richard ( 2004 ,  2008  ) and  Kölbel ( 2009  ).   

    55   See  MacFarlane ( 2007b  ).   

    56   See  Pinillos ( 2010  ).   

    57   See  Kölbel ( 2002 ,  2003  ),  Lasersohn ( 2005  ),  Recanati ( 2007  ), and  MacFarlane ( 2005a ,  2007a  , 

forthcoming).   

    58   See  MacFarlane ( 2005a ,  2007a  , forthcoming) for discussion.   

    59   See  Moruzzi ( 2008  ), Wright (2008), and  Moruzzi and Wright ( 2009  ).   

    60   See Glanzberg (2007, 2009) and  Cappelen and Hawthorne ( 2009  ).   
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   (iii)    Faultless disagreement : some argue that the phenomenon of faultless disagree-

ment has been mischaracterized or does not exist.   61     

   (iv)    Retraction : some argue that the retraction data have been mischaracterized or 

do not exist.   62     

   (v)    Representation : some argue that non-indexical contextualism and non-index-

ical relativism are incompatible with the claim that the propositions in ques-

tion are representational.   63     

   (vi)    Indexicalism : some argue that indexicalism off ers a better explanation of the 

phenomena in question.   64     

   (vii)    Utterance : some argue that non-indexical contextualism has counterintuitive 

consequences for utterance truth.   65     

   (viii)    Specifi c : some present criticisms that are specifi c to particular applications—

for example, Jason Stanley argues that non-indexical relativism with respect 

to knowledge entails that ‘knows’ is not factive.   66       

 For those well-versed in the literature on semantic relativism, probably very little of the discus-

sion of the descriptive theory of truth has been familiar. The way aletheic standards work in 

the theory described above diff ers from the way most standards work in semantic relativist 

theories, and the arguments given for the theories above diff er from the kind of evidence usu-

ally marshaled in favor of semantic relativist treatments. Moreover, since all the non-indexical 

contextualists and assessment-sensitivity theorists ( postsemantic theorists  hereafter) currently 

advocate one of these views as descriptive theories of what they take to be  consistent  concepts 

(except in the case of confusion), most of the objections are irrelevant for my purposes. 

 In the case of truth, almost all speakers are ignorant of the fact that truth is an incon-

sistent concept. Thus, speakers use it as if it were consistent; hence, the above kinds of 

linguistic data with respect to truth are not decisive. Since speakers are ignorant of truth’s 

inconsistency, they are bound to make mistakes with it. We already know that we do not 

see faultless disagreement or retraction data in the case of truth because speakers are 

unaware that truth is inconsistent and, hence, they are unaware that ‘true’ is assessment-

sensitive. Remember: it need not be the case that simply possessing an inconsistent con-

cept is enough for its possessor to come to know that it is inconsistent. 

    61   See Glanzberg (2007),  Zimmerman ( 2007  ),  Stojanovic ( 2007  ),  Iacona ( 2008  ), von  Fintel and Gillies 

( 2008  ), Wright (2008),  Cappelen and Hawthorne ( 2009  , 2011a, 2011b),  Moltmann ( 2010  ), Greenough 

(2011b), and  Schaff er ( 2011  ).   

    62   See  Dietz ( 2008  ), von  Fintel and Gillies ( 2008  ), Wright (2008),  Cappelen and Hawthorne ( 2009  ), 

 Moltmann ( 2010  ), and  Schaff er ( 2011  ).   

    63   See Wright (2008). See also Boghossian (2006) and  Zimmerman ( 2007  ).   

    64   See Lopez de  Sa ( 2007  ), Glanzberg (2007, forthcoming a),  Cappelen ( 2008  ),  Cappelen and Hawthorne 

( 2009  ), von  Fintel and Gillies ( 2008  ), and  Schaff er ( 2011  ).   

    65    Cappelen and Hawthorne ( 2009  ).   

    66    Stanley ( 2005  ); see also von  Fintel and Gillies ( 2008  ) on epistemic modals, and Glanzberg (2007) and 

 Stojanovic ( 2007  ) on predicates of personal taste.   
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 Notice, however, that I have not argued for an assessment-sensitive view in the famil-

iar way. Instead, once one accepts an inconsistency approach to the aletheic paradoxes, 

one must choose presemantic, semantic, and postsemantic theories for truth on the basis 

of more general principles about language use, like the CDC defended above. Indeed, 

this condition gives us good reason to think that if truth is an inconsistent concept, then 

only a postsemantic approach to the aletheic paradoxes is acceptable. The reason is that 

truth is empirically inconsistent—it is inconsistent by virtue of the empirical context in 

which it is used—that is, rational agents that reason more or less classically   67    and speak 

natural languages that have the capacity to represent their own syntax. In this environ-

ment, any concept that has (T-In) and (T-Out) as constitutive principles is inconsistent. 

Had things been diff erent, truth might not have been inconsistent. Therefore, ‘true’ is 

assessment-sensitive not entirely because of the ways in which speakers use it. It is assess-

ment-sensitive because of the ways in which speakers use it together with the logical 

and syntactic environment in which it is used. Speakers can be, and often are, ignorant of 

the fact that this environment is hostile to a concept with (T-In) and (T-Out) as consti-

tutive principles. Thus, speakers are ignorant of the fact that ‘true’ is assessment-sensitive. 

Moreover, a view that introduces contexts of assessment is much more suited to a situa-

tion where one group of people with a more advanced conceptual repertoire (e.g., 

theo rists interested in the semantics for natural language who possess the concepts of 

ascending and descending truth) are trying to explain the behavior of another group of 

people with a less advanced conceptual repertoire (e.g., everyday speakers of English 

who use truth but have never heard of ascending truth or descending truth) because the 

more advanced concepts play a role only in the contexts of assessment. With an assess-

ment-sensitivity theory, there is no expectation that users of the concept of truth have 

any familiarity with the replacement concepts. 

 Because of the CDC, it is unacceptable for us to use a presemantic approach (e.g., 

‘true’ is ambiguous) or a semantic approach (e.g., ‘true’ is an indexical) because these 

would imply that speakers and hearers are ignorant of the propositions expressed by 

sentences containing ‘true’. In other words, it cannot be that linguistic expressions are 

ambiguous or indexical by virtue of the environment in which they are used. However, 

a linguistic expression can be assessment-sensitive by virtue of the environment in 

which it is used if the concept expressed by that expression is inconsistent in that envi-

ronment. That, I claim, is exactly the case with truth. 

 Another major diff erence between my use of semantic relativism and the use to which 

it is more often put is the standards that serve as the extra parameter in points of evalua-

tion. The diff erence is that standards are usually ways of modifying or narrowing the 

content of the expression in question, whereas, in the case of truth, they provide an alter-

native reading of the truth predicate. For example, if one takes ‘fun’ to be assessment-

sensitive or non-indexical contextual, then the points of evaluation have an extra slot for 

    67   That is, deviations from classical logic are minor (e.g., I or R) compared to what is required to avoid 

the paradoxes (e.g., LP, BX, or K 
3
 ).   
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an enjoyment standard. A standard of enjoyment often just specifi es that in which a par-

ticular person fi nds enjoyment. The standard of enjoyment does not reinterpret the word 

‘fun’; rather, since what is fun seems to be subjective, it provides the extra bit of informa-

tion that allows one to assign an extension to ‘fun’. On the other hand, in the case of truth, 

the aletheic standards do  not  encode what a particular person takes to be true, and the 

motivation for semantic relativist treatment is  not  some antecedent intuition that truth is 

somehow subjective. Instead, there are only two possible aletheic  standards and they 

reinterpret the word ‘true’ so that the semantic theory can assign it an extension without 

falling into contradiction—one reads ‘true’ as ‘ascending true’ and the other reads it as 

‘descending true’.   68    There is no reason to think that a person will adopt one of these 

aletheic standards but not the other—the aletheic standards are not personal. Instead, 

someone who knows that truth predicates are assessment-sensitive can switch back and 

forth between the two in order to get a better grip on the semantic features of some sen-

tence with an occurrence of ‘true’. Unlike standards of enjoyment, which are often thrust 

upon us by our responses to external stimuli, an aletheic standard is chosen by an inter-

preter based on whether it makes more sense to consider the truth claim in question as an 

ascending truth claim or a descending truth claim at that moment. 

 By treating ‘true’ as assessment-sensitive, those of us who both recognize that it 

expresses an inconsistent concept and possess the proper replacement concepts can 

interpret people—in a consistent way—who use ‘true’. We can understand their asser-

tions, assess their claims, and evaluate their arguments, all without contradicting our-

selves, giving up any cherished logical principles, or treating them as if they do not 

understand the content of ‘true’. In short, the assessment-sensitive theory of truth uses 

the semantic relativist’s formal machinery, but interprets it in a new way that satisfi es one 

demand of an inconsistency approach to the aletheic paradoxes. 

 Some common objections to semantic relativism are relevant to the theories of truth 

presented here. For example, Herman Cappelen and John Hawthorne claim that non-

indexical contextualism has horribly counterintuitive consequences for the contrast 

between the truth of utterances and the truth of propositions. Take non-indexical con-

textualism with respect to ‘fun’ as an example and assume that Luke asserts ‘Whacking 

Day is not fun’, while Mel asserts ‘Whacking Day is fun’. Cappelen and Hawthorne 

claim that the non-indexical contextualist should recommend that Luke respond by 

asserting ‘your assertion is true but the proposition that you are expressing by your asser-

tion is not true’.   69    On the basis of this counterintuitive consequence, Cappelen and 

Hawthorne conclude: “when the smoke has cleared, we fi nd it hard to see any signifi -

cant avenues opened up by non-indexical contextualism.”   70    

 The problem with this objection is nicely diagnosed by Berit Brogaard who writes: 

“Two diff erent notions of truth are in play here. One is monadic utterance truth, the 

    68   This feature is not unprecedented—the supervaluation semantics considered in section 9.5 is similar.   

    69    Cappelen and Hawthorne ( 2009  : 22).   

    70    Cappelen and Hawthorne ( 2009  : 24).   
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other relative propositional truth. A better-tasting and more easily digestible version . . . 

would be: your [assertion] is true simpliciter but the proposition you are expressing by 

your [assertion] is not true relative to me as the speaker, though it is true relative to you 

as the speaker.”   71    Their “objection” is based on a simple equivocation. 

 A standard criticism of semantic relativism is that indexicalism does a better job of 

explaining the data.   72    However, this sort of objection has no bite in the case of truth. 

Very few possessors of the concept of truth are aware that it is an inconsistent concept, 

and very few users of truth predicates are aware that they are assessment-sensitive. As 

such, very few users of truth predicates treat them as one would treat an assessment-

sensitive expression or as one would treat an indexical. Once one accepts an inconsist-

ency approach to the paradoxes, one has to decide between indexicalism and semantic 

relativism on other considerations. I have argued that indexicalism is not a good candi-

date for ‘true’ because of the combination of empirical unsafety and the CDC. Semantic 

relativism, however, does not run afoul of the CDC. 

 One might, however, worry that the assessment-sensitivity theory does have a similar 

problem. After all, if truth is assessment-sensitive but very few people know that it is, 

then very few people will know to adopt aletheic standards in contexts of assessment. 

How can the assessment-sensitivity theory accurately describe and explain the facts 

about how truth predicates function in our natural languages when almost no one ever 

adopts an aletheic standard? Wouldn’t we need to educate all English speakers about 

truth’s inconsistency and the replacement concepts before the assessment-sensitivity 

theory could be expected to deliver the right results? 

 The answers to these questions and the key to replying to this objection come by 

answering another question: who are the consumers of approaches to the aletheic para-

doxes? They are for people who are bothered by the problems posed by the aletheic 

paradoxes—problems like: (i) we can derive intuitively absurd conclusions from intui-

tively obvious assumptions via intuitively obvious inferences, and (ii) one arrives at 

inconsistent results when one tries to use a standard semantic theory to explain semantic 

features of truth predicates. These are the people to whom I am recommending the 

assessment-sensitivity theory of truth, and these are the people who, if they want solu-

tions to their problems, will need to get up to speed on the concepts of ascending truth 

and descending truth so that they can adopt aletheic standards in contexts of assessment. 

People who are ignorant of the aletheic paradoxes have no need for or interest in pos-

sessing these concepts or adopting these standards. The theory is for the theorists—those 

who want to make sense of those who use our inconsistent concept of truth. It is only 

those who use the theory that adopt aletheic standards and so need to possess the 

 concepts of ascending truth and descending truth. That is exactly the major benefi t of 

the assessment-sensitivity view. On the ambiguity view or the indexical view, speakers 

    71   Brogaard (2010: 3).   

    72   See Glanzberg (2007, forthcoming a),  Cappelen ( 2008  ),  Cappelen and Hawthorne ( 2009  , 2011a, 

2011b), von  Fintel and Gillies ( 2008  ), and  Schaff er ( 2011  ).   
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choose between  ascending true  and  descending true  as the content of ‘true’, which is exceed-

ingly implausible since most speakers do not possess these concepts. On the assessment-

sensitivity view, speakers just utter sentences containing ‘true’, and ‘true’ has an invariant 

content. Hearers attribute contents to the claims made by speakers in the same intuitive 

way. The contexts of assessment and the aletheic standards are for theorists who want to 

attribute ascending truth conditions and descending truth conditions to sentences con-

taining ‘true’. There is no reason to think that ordinary speakers or hearers would have 

any interest in such a thing. The only people who should care about ascending truth 

conditions and descending truth conditions are those of us who want to solve the prob-

lems posed by the aletheic paradoxes. 

 In addition, one might wonder why the CDC (i.e., information needed to determine 

the contents of sentences felicitously uttered in a conversation is available to its 

 participants) is correct but a similar Truth-Conditions Determination Condition 

(TCDC) (i.e., information needed to determine the truth conditions of sentences felic-

itously uttered in a conversation is available to its participants) is not; especially because 

the CDC rules out all but the assessment-sensitivity theory and a version of the non-

indexical contextualist theory, and a TCDC would rule out even these two options.   73    

 The CDC makes sense because participants in a conversation have to keep track of the 

common ground and many other elements of the conversational score (as described in 

Chapters 2 and 3). The primary vehicles for changing the score are uttering new sentences, 

challenging utterances already made, and giving reasons in response to challenges. Partici-

pants keep track of all these moves by grasping the contents of the sentences uttered. Unless 

the participants can grasp the contents of the sentences uttered in a conversation, they can-

not eff ectively keep score. If participants cannot keep score properly, then they cannot 

determine which moves are permissible at any given point, which means they cannot eff ec-

tively participate. Thus, the CDC is a natural principle to have for linguistic expressions that 

have an established history of usage in conversations. I think one could defi ne a linguistic 

expression that violates it, but such an expression would not survive in the wild. 

 On the other hand, a TCDC would be much less plausible. It seems to me that a 

TCDC would go hand in hand with the view that a person’s linguistic competence 

consists, at least in part, in believing or accepting a truth-conditional semantic theory 

for that person’s language. Even Davidson, who championed truth-conditional seman-

tic theories, does not accept this claim, and I fi nd it rather implausible as well.   74    

 A truth-conditions determination principle might seem plausible because it is plausi-

ble to think that linguistically competent speakers know whether a sentence would be 

true or false under a wide range of conditions. For example, consider the sentence 

‘Snowball is a cat’. A competent speaker should be able to say whether this sentence 

would be true if Snowball were a Dalmatian, if Snowball had three legs but was other-

wise the same, if Snowball were suspended in the air, if Snowball had no whiskers, 

    73   Thanks to Matti Eklund for pushing this objection.   

    74   Davidson (1973).   
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etc. However, it is unrealistic to expect competent speakers to grasp all the truth condi-

tions of every sentence. For example, consider the sentence ‘the largest tree in my yard is 

a beech’. A competent speaker should be able to say whether this sentence would be 

true if this tree were ten feet taller than it actually is, if this tree lost all its leaves, if this tree 

had a swing hanging from it, etc. However, we should not expect such a speaker to be 

able to say whether the sentence would be true if this tree had samara instead of nuts, if 

this tree had leaves that were acuminate at the apex, etc. Thus, a Truth Conditions Deter-

mination Condition (at least in this sense) would be implausible. 

 Still, one might think that this is a rather weak case against participants grasping truth 

conditions. Perhaps it is. However, I do not really need to make this case. I use the CDC 

in this chapter only to help decide between semantics/postsemantics for ‘true’ that 

appeal to ascending truth and descending truth. Thus, the contrast is not between a 

CDC and a Truth Conditions Determination Condition; rather, it is between a CDC 

and an Ascending Truth-Conditions and Descending Truth-Conditions Determination 

Condition. It seems to me exceedingly implausible to credit speakers with a grasp of 

ascending truth conditions or descending truth conditions. 

 Consider another objection: Crispin Wright argues that semantic relativist theories are 

appropriate only for propositions that are non-representational because these theories 

allow for faultless disagreement. For example, an assessment-sensitivity theory of know-

ledge would be acceptable, according to Wright, only if there is nothing for knowledge 

attributions to represent. Presumably, many of us have the intuition that at least some 

knowledge attributions represent certain mental states of certain people. Thus, Wright’s 

point, if correct, would pose a problem for these accounts of knowledge.   75    Wright’s point, 

if it is correct, does not aff ect the assessment-sensitivity theory of truth since I do not 

think there is any property of truth to be represented by our word ‘true’ and our concept 

of truth. Instead, there are two properties, being ascending true and being descending 

true, and anyone who thinks there is a property of being true is confused. Thus, the claim 

that ‘true’ does not represent something (i.e., the property of being true) is one I endorse. 

The assessment-sensitivity view of truth does allow for limited faultless disagreement (in 

certain cases where the diff erence between ascending truth and descending truth is not 

negligible). Moreover, I have argued that, together, ascending truth and descending truth 

can give an adequate account of the representational aspect of content insofar as they play 

an explanatory role in the revised semantic and postsemantic theories off ered above. 

Thus, Wright’s worry is not a problem for my proposal.  

     9.9  Pragmatics and ‘true’   

 Under what conditions, on an assessment-sensitivity approach, do speakers make mis-

takes with ‘true’? Here is one obvious proposal. If the diff erence between ascending 

truth and descending truth is negligible, then it is legitimate to use ‘true’. If it is not, then 

    75   Wright (2008). See  MacFarlane ( 2005b  ) for an assessment-sensitivity theory of knowledge.   
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‘ascending true’ and ‘descending true’ should be used instead. When is the diff erence 

negligible? Recall Craige Roberts’ pragmatic theory (from  Chapter  1  ). One of her 

innovations is the idea of a question under discussion (QUD), which guides the conver-

sation, has a role in determining conversational implicatures and presuppositions 

(because it aff ects whether participants are following the conversational maxims— 

quality, quantity, relevance, and manner), and helps explain other phenomena including 

anaphora, deixis, ellipsis, focus, and prosody. One suggestion is that if it is in the common 

ground that the common ground entails that an answer to the question under discussion 

requires a distinction between ascending truth and descending truth, then the distinc-

tion is not negligible. Otherwise it is. Notice the two roles of the common ground here: 

it determines whether the distinction is needed in order to answer the question under 

discussion, and it determines whether people know that it makes this determination.   76    

 The QUD proposal is not specifi c enough because questions under discussion can be 

given more or less detailed answers. Where am I? I am in the dining room of my house as 

I type this sentence, but that might not be a good answer to this question. Instead, the 

person asking it might want to know whether I am back in the United States after a trip 

to Scotland. Or whether I am on campus versus at home. I am in the United States, and 

I am at home, and I am in the dining room. Which one answers the question? All of 

them do in more or less detail. So it seems like we need to say that the common goals of 

the conversation in question have an impact on whether it makes sense to use ‘true’. If 

the goals of the conversation can be met whether or not the participants distinguish 

between ascending truth and descending truth, then the distinction between them is 

negligible. In these cases, it makes sense to use the replacement concepts. We can alter 

the above account in the following way: if it is in the common ground that the common 

ground entails that an answer to the question under discussion to a degree required to 

meet the common goals of the conversation requires a distinction between ascending 

truth and descending truth, then the distinction is not negligible for that conversation. 

 Note that some care must be taken in applying this pragmatic theory for ‘true’. Con-

sider  ancient Monty , who lives in 1500  bce . If ancient Monty asserts that the Earth stands 

still and the Sun revolves around it, then we can hardly fault him for asserting something 

false since, given his level of intelligence, education, and the state of technology and 

common knowledge at the time, he is incapable of knowing any better. A proper prag-

matic theory ought to refl ect these facts. However, if we think about a person alive today, 

 contemporary Monty , who asserts that the Earth stands still and the Sun revolves around it, 

then we should almost certainly say that his assertion is inappropriate because it is not 

true—and he should know better. I am suggesting that the correctness of assertion 

should be thought of as dependent on various aspects of context; however, I am not 

    76   This suggestion requires a non-standard notion of common ground since it presupposes that not all 

logically true propositions are in the common ground. However, it is obvious that we need something like 

this anyway, otherwise it would be infelicitous to assert, say, the Modularity Theorem, even for the fi rst time 

after proving it!   
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going to delve more deeply into this issue. It should be suffi  cient to say that, whatever 

turns out to be the right view of correct assertion, it should handle cases like these; so it 

should also be able to handle the distinction between cases where people inadvertently 

use ‘true’ in situations where the distinction between ascending truth and descending 

truth is relevant (unbeknownst to them) and in cases where they should know better. 

The double use of common ground and the appeal to common goals in the suggestion 

above is meant to be a step in this direction. 

 We can distinguish three important types of conversations involving ‘true’: (i)  igno-

rance cases , where everyone involved in the conversation is ignorant of truth’s inconsist-

ency; (ii)  mixed cases , where someone who knows that truth is inconsistent is conversing 

with interlocutors who do not know that it is inconsistent; and (iii)  informed cases , where 

all participants know of truth’s inconsistency. Given that inconsistency approaches to 

the aletheic paradoxes are so obscure, it makes sense to treat ignorance cases like we 

would treat ancient Monty. Even if (when?) the inconsistency approach I present in this 

book catches on and becomes the received view in linguistics, philosophy of language, 

and philosophical logic, it still will not make sense to treat non-specialists as if they 

should know better. Given the insignifi cance of research on the aletheic paradoxes for 

most people’s lives, we can hardly fault those in ignorance cases for using ‘true’ even 

when the distinction between ascending truth and descending truth is non-negligible. 

 For informed cases, if the common goals of the conversation can be met without distin-

guishing between ascending truth and descending truth, then there is no reason for the 

participants to use the replacement concepts. If, however, the goals of the conversation 

cannot be met without making the distinction, and all the interlocutors realize this, then 

they should use the replacements. We can off er a slightly weaker formulation: if it is reason-

able to think that an interlocutor should be held responsible for knowing that the goals of 

a particular conversation cannot be met without distinguishing between ascending truth 

and descending truth, then that interlocutor should not use ‘true’ in that conversation. 

 Finally, consider mixed cases. It seems to me that the informed interlocutor should 

not use the replacement concepts at all in a mixed case unless the goals of the conversa-

tion demand that the participants in the conversation distinguish between ascending 

truth and descending truth and the ignorant interlocutors are willing to let the informed 

interlocutor introduce them to the replacement concepts. That is, if there is no other 

way for them to accomplish their common goals without having the informed inter-

locutor explain the distinction between ascending truth and descending truth, then it 

makes sense for the informed interlocutor to introduce and use the replacements. How-

ever, that sort of situation is probably going to be very rare. Notice, however, that this 

book is being put forth in a mixed-case conversation. Very few of my interlocutors (i.e., 

those with an interest in what analytic philosophers have to say about the concept of 

truth) are informed. So although mixed cases where it makes sense to avoid ‘true’ are 

rare, they do occur. 

 To go back to our paradigm example of ‘mass’, in a conversation about how best to 

economically design a house so that it is most likely to survive an earthquake of 7.0 or 
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less, the distinction between relativistic mass and proper mass is negligible, since this dis-

tinction is not needed in order to answer this question to a degree required by the goals of 

the conversation. However, in a conversation about the source of dark fl ow (i.e., the 

observed but currently unexplained motion of hundreds of galaxy clusters in the same 

direction relative to the cosmic background radiation),   77    the distinction is relevant 

because a failure to distinguish between proper mass and relativistic mass would most 

certainly prevent the participants from fi nding the right answer (indeed, it would  probably 

be impossible to even frame the question since the distinction is presupposed by 

ΛCDM—the standard model of cosmology, which serves as a background for evidence 

supporting dark fl ow). Likewise, in a conversation about how best to give a semantics for 

the fragment of language that linguists use in order to do semantics for natural languages, 

one had better distinguish between ascending truth and descending truth, since a failure 

to do so would result in an inconsistent theory, which would also fail to answer the ques-

tion under discussion. However, in a conversation about whether a friend, Jessica, should 

be trusted, the participants can almost certainly use ‘true’ without any trouble. Even if 

they end up uttering or assessing what turn out to be paradoxical sentences, these are 

“close enough” to non-paradoxical ones for the purposes at hand. That is, even if they had 

distinguished between ascending truth and descending truth, they would have arrived at 

the same conclusions, but with considerably more eff ort.  

     9.10  The nature of truth   

 The vast majority of work on the nature of truth is engaged in trying to fi nd a concep-

tual analysis of truth. This would be something like a defi nition of truth in terms that are 

more primitive or more fundamental or better understood or less controversial. Many 

have criticized this kind of project before, mostly on the grounds that there is nothing 

more primitive, fundamental, better understood, or less controversial.   78    I too see no 

hope for such a project, and I want to say a bit about my reasons. 

 All the purported analyses agree that the primary aletheic principles:

  (T-In) If ϕ, then 〈ϕ〉 is true, and 

 (T-Out) If 〈ϕ〉 is true, then ϕ   

 hold. However, as I argued in  Chapter  3  , when we look at logical approaches to the 

aletheic paradoxes that validate (T-In) and (T-Out), they all require a rejection of classi-

cal logic and with it some constitutive principles for our logical expressions. 

 Unless one is going to treat something as an inconsistent concept, it does not seem as 

though there is any way out of this mess. Since the aletheic paradoxes (including the 

problems canvassed pertaining to contingent paradoxes and revenge paradoxes) give us 

good reason to think that truth is an inconsistent concept, and we have no independent 

    77   See Kashlinsky et al. (2008, 2009) for details.   

    78   Davidson (1996) summarizes his reasons, which seem like good ones to me.   
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reason to suspect that our logical concepts are inconsistent, it seems best to avoid giving 

anything like an analysis of truth as part of a unifi ed theory. No analysis of truth is going 

to do justice both to the primary aletheic principles and to the principles constitutive of 

our logical concepts. Any analysis of truth will have to, at the very least, respect the con-

stitutive principles. I have made a case for thinking that (T-In) and (T-Out) are constitu-

tive, based on the fact that, without them, ‘true’ could not play its stereotypical expressive 

role. An analysis that does not entail the primary aletheic principles is inadequate, while 

one that does is either inconsistent or incompatible with the constitutive principles of 

logical connectives. 

 That leaves us without much in the way of a view on the nature of truth. In this sec-

tion, I suggest that the metrological naturalist perspective adumbrated in  Chapter  7   

works well as a theory of the nature of truth. As I mentioned in the Introduction, this 

strategy is in accord with my views on philosophical methodology; I advocate metro-

logical naturalism (i.e., measurement-theoretic methodological naturalism) as a philo-

sophical methodology, according to which a philosophical theory of X should have the 

form of a measurement system for X. It should come as no surprise that I follow the 

same strategy here. A theory of truth should have the form of a measurement system for 

truth. Although I am not alone in this view, there are not many of us. The most obvious 

and famous example is Donald Davidson’s theory of truth. His most extended discus-

sion occurs in his 1990 John Dewey lectures “The Structure and Content of Truth.” 

Although Davidson does not explain his views in detail, when one follows up on his 

hints, one arrives at metrological naturalism with respect to truth. As far as I can tell, this 

kind of theory of truth has not received the attention it deserves in the debates about the 

nature of truth.   79    

 A measurement system for truth based on the assessment-sensitivity view given in 

the last section has as its physical structure a natural language containing a truth predi-

cate; as its relational structure an artifi cial language with an assessment-sensitive truth 

predicate and the theory of that assessment-sensitive truth predicate from the previous 

section; and as its mathematical structure the model theory for the artifi cial language. 

Let us go through these in a little more detail. 

 The physical structure is just as it was in Chapter 7—a natural linguistic practice with 

a truth predicate that has a fi nite lexicon and a recursive syntax. For simplicity, we can 

assume that it does not contain ascending truth or descending truth predicates (although 

we can drop this assumption once we see how the truth predicate works). The people in 

the linguistic practice use ‘true’ in their linguistic utterances. The pragmatic theory given 

in section 9.9 describes this practice. They also reason using the concept of truth and 

have tons of propositional attitudes with the concept of truth as a constituent.   80    

    79   However, see Patterson (2010) for a presentation and defense of a Davidsonian view.   

    80   I have not said anything about how people arrive at their judgments pertaining to truth (i.e., what 

Yablo calls a psychological theory), but Patrick Suppes has taken a step in this direction; see Suppes and 

Béziau (2004) and  Suppes ( 2008 ,  2009  ).   
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 The relational structure contains a classical fi rst-order artifi cial language with the usual 

syntax and a truth predicate. As before, the artifi cial language can contain anything for 

which we have canonical semantic theories (e.g., names, defi nite descriptions, mass nouns, 

adverbs, indexicals, demonstratives, pronouns, and gradable adjectives). The theory of truth 

for this language takes its truth predicate to be assessment-sensitive, as described above. 

 The mathematical structure consists of the standard set-theoretic structure for mod-

eling assessment-sensitivity, which consists in the standard intensional semantics with 

possible worlds. However, just as in most model theory, one defi nes truth-in-a-model, 

which is a technical, mathematical concept. All of this was described above and illus-

trated with the example of language L. 

 As in the measurement system for ascending and descending truth described in  Chapter  7  , 

the connection between the physical structure and the relational structure is very complex—

it consists of translating the natural language into the artifi cial language (as clauses) in order to 

arrive at the logical form of the natural-language sentences, and representing the contexts of 

use with indexes. There are many fascinating issues here, but none of them is specifi c to my 

project—they all bear on formal semantics in general. I have touched on many of these in 

this chapter and in  Chapter  8   (e.g., Predelli on interpretive systems and linguistic practices, 

and the distinction between presemantics, semantics proper, and postsemantics). 

 The connection between the relational theory and the mathematical theory is accom-

plished in the usual way by defi ning truth-in-a-model. I outlined the way this works 

above and illustrated it with the example language L, but there are many technical details 

omitted in the interest of space. The defi nition of truth-in-a-model requires an account 

of ascending truth and descending truth, which is provided by ADT in  Chapter  6  . 

 Again, this measurement system for truth is an alternative to an analysis of truth or a 

reductive explanation of truth. Note that no consistent analysis of truth can have (T-In) 

and (T-Out) as consequences and be compatible with classical logic. When it comes to 

inconsistent concepts, both conceptual analysis and reductive explanation are non-

starters unless one is happy embracing a non-classical logic. Metrological naturalism 

allows us to have a consistent theory of our inconsistent concept of truth. One impor-

tant diff erence between this application of metrological naturalism and the one in 

 Chapter  7   is that the theory of truth plays no role in a Davidsonian unifi ed theory of 

belief, desire, and meaning. Instead, this role is played by ADT. ‘True’ is just one of the 

predicates in the natural language to be explained.  

     9.11  A unifi ed theory of truth: CAM   

 Recall that a unifi ed theory of truth consists of a theory of the nature of truth (which 

often consists of a conceptual analysis of truth or some other theory specifying what 

truth is and what kinds of things are true), a philosophical approach to the aletheic para-

doxes (which specifi es syntactic, semantic, or pragmatic features of natural-language 

truth predicates that are relevant to the aletheic paradoxes), and a logical approach to the 

aletheic paradoxes (which specifi es which aletheic principles truth predicates obey and 
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the strongest logic compatible with those principles). In this chapter, I have presented all 

the elements of a unifi ed theory of truth. 

 The measurement system given in the last section is the theory of the nature of truth 

(together with the claims that truth is an inconsistent concept and words expressing 

inconsistent concepts are assessment-sensitive). This theory of the nature of truth dove-

tails with both a logical approach to the aletheic paradoxes and a philosophical approach 

to the aletheic paradoxes. 

 The logical approach is given by the theory of an assessment-sensitive truth predi-

cate—it is a classical symmetric theory. That is, it is compatible with classical logic, and it 

takes (T-In) and (T-Out) to hold for most sentences, but they have exceptions. The 

exceptions are specifi ed by the assessment-sensitive semantics. The philosophical 

approach is given by the claims that truth is an inconsistent concept and that words 

expressing inconsistent concepts are assessment-sensitive. The philosophical approach is 

an inconsistency view, based on the theory of inconsistent concepts from  Chapter  2   and 

argued for in Chapters 3 and 4. 

 Two aspects of the unifi ed theory of truth deserve mention: since truth is a useful 

inconsistent concept, it needs to be replaced with one or more consistent concepts (for 

me, ascending truth and descending truth), and those consistent concepts play an impor-

tant role in the unifi ed theory of truth—they serve crucial explanatory roles in the 

assessment-sensitivity semantics for the truth predicate. So, the theory of ascending truth 

and descending truth (ADT) and its formal semantics (xeno semantics) are incorporated 

into the unifi ed theory of truth. We can call this a  C lassical,  A ssessment-sensitive,  M et-

rological unifi ed theory of truth (CAM theory). I repeat a diagram from  Chapter  1   

showing the other unifi ed theories of truth that have been proposed and how the one I 

have presented fi ts into the picture (see Figure 12).   

 Note that not only is CAM a unifi ed theory, but it is also an integrated theory in the 

sense that all the parts fi t together naturally in the measurement system for truth. The 

other unifi ed theories just take a view on the nature of truth (e.g., disquotationalism), a 

compatible logical approach (e.g., paracomplete), and a compatible philosophical 

approach (e.g., indeterminacy), and stick them together (often not even explicitly). By 

contrast, the three components of CAM theory all fall out of the measurement system 

for truth, which is an integrated whole.  

     9.12  Expressive role   

 Truth predicates play distinctive expressive roles—they serve as devices of endorsement and 

as devices of rejection (explained in  Chapter  3  ). How does CAM do in explaining these? 

 First, according to CAM, (T-In) and (T-Out) are constitutive of the concept of truth, 

which is the reason why it is an inconsistent concept. Since (T-In) and (T-Out) explain 

these expressive roles, CAM can make sense of why those who use truth predicates  take 

them  to serve these expressive roles. Participants in linguistic practices take (T-In) and 

(T-Out) to be constitutive of truth, which leads them to think these principles are true, 
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which leads them to use truth predicates as devices of endorsement and as devices of 

rejection. For example, in a conversation between Sherri and Terri, Sherri asserts ‘Frink’s 

theory is true’. Both Sherri and Terri take (T-In) and (T-Out) to be constitutive of ‘true’, 

so they both take Sherri to have committed herself to the claims that constitute Frink’s 

theory, regardless of the content of those claims, or their levels, or whether Sherri or 

Terri knows what Frink’s theory says, or the language in which Frink’s theory is 

 formulated. That is an example of ‘true’ being used as a device of endorsement, and 

CAM explains why people use it that way. 

 However, according to CAM, (T-In) and (T-Out) have exceptions—there are sen-

tences p such that ‘p is true’ does not follow from p, and there are sentences q that do not 

follow from ‘q is true’ (it turns out that exceptions to one will also be exceptions to the 

other). Thus, if one calls one of these sentences true, then one has not thereby endorsed 

that sentence. For example, assume that one of the sentences that make up Frink’s the-

ory is an exception. Call it p. When Sherri asserts that Frink’s theory is true, she commits 

herself to all the sentences of Frink’s theory that are not exceptions, but she does not 

commit herself to p since p does not follow from ‘p is true’. Even though Sherri and 

Terri both assume that she has committed herself to p, they are wrong. Thus, CAM pre-

dicts that people will use truth predicates as devices of endorsement because of its con-

stitutive principles, but it also predicts that there will be some mistakes about these uses 

since users do not realize that these constitutive principles are inconsistent (given facts 

about syntax).  

     9.13  Revenge   

 How does CAM avoid revenge paradoxes? Consider a sentence that might seem to give 

rise to a revenge paradox: 

  (7) (7) is either false or paradoxical.   

 I have not shown how to introduce ‘paradoxical’ into our example language, but here is 

an intuitive way to do it: 

  A sentence p containing ‘true’ is  paradoxical  iff  (T-In) and (T-Out) fail for p.   

 In the example language, ‘paradoxical’ would have as its extension all the sentences that 

the semantic theory treats as expressing unsafe propositions. 

 One might try to argue that (7) causes a problem for CAM in the following way: 

     1.  Assume (7) is true.  

   2.  ‘(7) is either false or paradoxical’ is true.  

   3.  (7) is either false or paradoxical.  

   4.  Assume (7) is either false or paradoxical.  

   5.  ‘(7) is either false or paradoxical’ is true.  

   6.  (7) is true.    
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 If this argument were valid, it would be a problem, but it is not. CAM is fully classical, so 

the logical inferences in this argument are all fi ne. However, since (7) is paradoxical, the 

move from 2 to 3 is invalid and the move from 4 to 5 is invalid. The upshot is: CAM 

implies that (7) is paradoxical, but it does not imply that ‘(7) is paradoxical’ is true.   81    

So, of course, CAM has consequences that it deems untrue. Is this a problem? It would 

be a problem if CAM implied that truth is a consistent concept, but it does not. Instead, 

CAM implies that truth is an inconsistent concept that cannot be legitimately applied in 

every circumstance. Indeed, the theory of ascending truth and descending truth speci-

fi es exactly where truth can be used without running into problems (i.e., when the dif-

ference between ascending truth and descending truth is negligible). Accordingly, CAM 

is outside the legitimate scope of truth—according to the pragmatic theory for ‘true’, 

one should not use it here. Consider the analogy. Even though the concept of mass is 

inconsistent, it is fi ne to use it in certain situations (i.e., when the diff erence between 

relativistic mass and proper mass is negligible). However, if one tries to use mass outside 

these situations, say, in calibrating the atomic clocks in GPS satellites, it will not provide 

accurate predictions. Instead, in these circumstances, one needs to use the replacements. 

 In the case of truth, one can reasonably ask whether CAM is ascending true and 

whether it is descending true. All the central principles of CAM are descending true. 

Recall, however, that descending truth is not preserved under logical consequence. So it 

could turn out that CAM has some consequences that are not descending true. They 

would, of course, be ascending true. I have been unable to identify any consequences of 

CAM that have this feature, but I have not been able to rule it out either. If it does have 

these kinds of consequences, then it would be in the same boat as ADT. Either way, there 

are no revenge paradoxes here. 

 Instead, the would-be revenger might focus on the special three-place predicates 

introduced in  Chapter  8   and utilized by the postsemantics for ‘true’ in this chapter. I am 

thinking in particular about sentences like: 

  (8) For all u, for all a, (8) is not ascending true in u from a, 

 (9) For all u, for all a, (9) is not descending true in u from a.   

 ‘u’ ranges over contexts of utterance and ‘a’ ranges over contexts of assessment. Assume 

for  reductio  that for some a and u, (8) is descending true in u from a. Thus, ‘for all u and 

for all a, (8) is descending true in u from a’ is descending true in u 
0
  from a 

0
  (where ‘u 

0
 ’ 

and ‘a 
0
 ’ are individual constants). But since (8) does not contain any indexicals or assess-

ment-sensitive terms, we can conclude that it is descending true. It follows that for all 

u, for all a, (8) is not ascending true in u from a. Again, since (8) has no indexicals or 

assessment-sensitive terms, we can conclude that (8) is not ascending true, and so not 

    81   CAM treats ‘paradoxical’ defi ned in this way just as it would treat ‘unsafe’ when applied to propositions 

with ascending truth or descending truth as constituents. As such CAM treats ‘(7) is paradoxical’ as an 

unsafety attribution, and unsafety attributions to unsafe sentences are unsafe. Thus, it is improper to infer 

from ‘(7) is paradoxical’ to ‘ ‘(7) is paradoxical’ is true’.   



the descriptive theory 273

descending true. Contradiction. Therefore, (8) is not descending true. Assume for  reduc-

tio  that for some u and a, (8) is not ascending true in u from a. Thus, ‘for all u, for all a, (8) 

is not ascending true in u from a’ is ascending true in u 
0
  from a 

0
 . But since (8) does not 

contain any indexicals or assessment-sensitive terms, we can conclude that it is not 

ascending true. It follows that it is not the case that for all u, for all a, (8) is not ascending 

true in u from a. So there is some u and a such that (8) is ascending true in u from a. 

Again, since (8) has no indexicals or assessment-sensitive terms, we can conclude that 

(8) is ascending true. Contradiction. Therefore, (8) is ascending true. In sum, (8) is 

ascending true and not descending true (i.e., unsafe). Similar reasoning shows that (9) is 

unsafe too. We could say that for all u and for all a, they are ascending true in u from a 

and not descending true in u from a, but that does not add anything since they do not 

contain any indexicals or assessment-sensitive terms. The main point is that they do not 

give rise to revenge paradoxes.          



   In this fi nal chapter, I take a step back and consider some of the broader ramifi cations of 

the central point of the book; i.e., that we should replace our inconsistent concept  of truth 

with ascending truth and descending truth. I use ‘aletheic revolution’ as a  convenient term 

for the conceptual revolution pertaining to truth. 

 Because my positive proposal for how to understand truth is complex and  multifaceted, 

a brief summary is in order. I have endorsed the following theories:

      (i)  a descriptive unifi ed theory of truth consisting of: (a) a semantic theory for 

‘true’ on which it is assessment-sensitive, (b) a theory of inconsistent concepts 

on which they are expressed by assessment-sensitive expressions, (c) a prag-

matic theory for ‘true’, (d) a metrological theory of the nature of truth, (e) a 

classical symmetric logical approach to the aletheic paradoxes, and (f ) an incon-

sistency philosophical approach to the aletheic paradoxes  

    (ii)  a prescriptive unifi ed theory of truth consisting of: (a) an axiomatic theory of 

ascending and descending truth (ADT), (b) xeno semantics for ADT, (c) a met-

rological theory of ascending and descending truth, and (d) theories of rela-

tions between ascending and descending truth and other concepts (the most 

 important of these is the theory of meaning, which introduces new terms: ‘x is 

ascending true in u’, ‘x is descending true in u’, ‘x is ascending true in u from 

a’, and ‘x is descending true in u from a’)  

   (iii)  a number of additional views including: (a) metrological naturalism, (b) a the-

ory of constitutive principles as scorekeeping commitments to which posses-

sors are quasi-entitled, (b) Roberts’ scorekeeping theory, (c) (T-In) and (T-Out) 

as  constitutive of truth, (d) the Content Determination Condition (CDC), 

(e) methodological classicism (theories of inconsistent concepts should be 

 compatible with classical logic), (f ) the generality of natural-language truth 

predicates, and (g) Davidson’s views on rational phenomena in general.      

             10 

The Aletheic Revolution   
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     10.1  Post-revolutionary practice   

 In Chapters 6 and 7, I presented ADT and the measurement system for ascending truth 

and descending truth. In  Chapter  9  , I off ered CAM, the classical,  assessment-sensitive, 

measurement-theoretic, unifi ed theory of truth. The point of this overall strategy is 

threefold: (i) recognize that truth is an inconsistent concept and that this feature 

causes the aletheic paradoxes and the revenge paradoxes that plague attempted 

 solutions to them, (ii) off er a team of consistent concepts that can do the work we 

require of truth without giving rise to the paradoxes, and (iii) use the replacement 

concepts as  the explanans in a theory of truth. The descriptive theory of truth, CAM, 

depends on the replacement concepts, ascending truth and descending truth, 

explained by the  prescriptive theory, ADT. 

 Consider a natural language, like English, with a truth predicate that is used in accord 

with its constitutive principles. Now imagine what this language would be like if my 

advice were heeded. It would still contain a truth predicate; remember, I am NOT 

 suggesting that we stop using truth predicates or the concept of truth—truth is a useful 

inconsistent concept, much like mass. The truth predicate would be treated as 

 assessment-sensitive, as CAM describes it. The language would also contain an  ascending 

truth predicate and a descending truth predicate. These are not  assessment-sensitive, 

context-dependent, ambiguous, or semantically noteworthy in any way. They are just 

regular predicates (if there is such a thing). In addition, the  language would contain the 

special terms used in the postsemantic theory proposed in  Chapter  8   and used in 

 Chapter 9—‘ascending true in u from a’ and ‘descending true in u from a’. Call this a 

post-revolutionary linguistic practice. 

 One might wonder how an assessment-sensitive truth predicate, the ascending truth 

predicate, and the descending truth predicate interact with one another. First, ascending 

truth and descending truth are not going to be widely used. In any casual conversation, 

people will use the truth predicate instead, even when it comes to claims like ‘you 

shouldn’t say that if it isn’t true’. Just as in casual conversation, people use ‘mass’ with the 

understanding that what they are saying might not be, strictly speaking, correct, but it is 

good enough for the purposes at hand. That is, those involved would have reached the 

same conclusions even if they had used the more complicated replacement concepts 

instead (with more eff ort). If a conversational participant wants to insist that the ques-

tions under consideration warrant a more precise conceptual framework, then those in 

the conversation can switch to the more precise terminology of relativistic mass and 

proper mass. Likewise, if necessary, conversational participants can switch from talk of 

truth to talk of ascending truth and descending truth. 

 In cases where the distinction between ascending truth and descending truth matters, 

people use these terms and stay away from the truth predicate. An example discussed 

below concerns semantic theories for expressively rich languages. A traditional semantic 

theory assigns truth values to sentences of the language across a range of conditions, 

and these are interpreted as truth-conditions. Of course, if the target language is 
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 classical, contains a truth predicate (i.e., one that obeys the primary aletheic principles), 

and  the semantic theory treats this truth predicate as consistent, univocal, and invari-

ant, then  the semantic theory will be inconsistent. This is a clear case where the 

 replacement concepts play an important role. Instead of attributing truth conditions 

to  sentences,  a semantic theory should attribute ascending truth conditions and descend-

ing truth  conditions to sentences. For the vast majority of sentences, these will be the same, 

but there will be some for which these diff er, and accounting for this diff erence allows for 

a consistent semantic theory even for expressively rich languages. Doing semantics for 

expressively rich languages is like doing the physics of dark fl ow in this respect—in both 

cases, one has to use the replacement concepts in order to avoid problems. 

 One might fi nd oneself attributing truth to sentences that contain ascending truth 

predicates or descending truth predicates. In these cases, the two theories, ADT and 

CAM, work together to specify the results. For example: 

  (1) Grass is green. 

 (2) (1) is descending true. 

 (3) (1) is ascending true. 

 (4) (2) is true. 

 (5) (3) is true.   

 Here we have a sentence, (4), that attributes truth to a sentence with a descending truth 

predicate in it, (2). Since (2) is safe, (T-In) and (T-Out) hold for (4), so it follows from (4) 

that (1) is descending true. Since (1) is safe as well, it also follows from (4) that grass is 

green. All the same results hold for (3) and (5), respectively. 

 Here is another example: 

  (6) (6) is not true. 

 (7) (6) is ascending true. 

 (8) (6) is descending true.   

 In this example, (6) is paradoxical. (7) says of (6) that it is ascending true, while (8) says 

of it that it is descending true. So far, I have not discussed how ascending truth and 

 descending truth apply to sentences containing ‘true’. There are at least two options: (i) 

 ‘ascending true’ and ‘descending true’ are invariant across the board, and (ii) ‘ascending 

true’ and ‘descending true’ are invariant except when they are applied to 

 assessment-sensitive sentences, in which case they are assessment-sensitive as well. Note 

that many  who endorse semantic relativism assume that ‘true’ is assessment-sensitive 

when applied  to sentences that are assessment-sensitive.   1    If they are right and ascend-

ing truth and descending truth have the same feature, then we should pick option (ii). 

However, option (ii) makes the semantic theory considerably more complex; so, in the 

 interest of simplicity, I provisionally adopt option (i) for the purposes of this chapter. 

    1   For example, see MacFarlane (forthcoming).   
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Moreover, according to ADT as implemented in  Chapter  6  , only sentences containing 

‘ascending true’ or ‘descending true’ are unsafe. So it seems as though (6) should be safe. 

Notice that (6) is ascending true relative to the ascending standard and ascending true 

relative to the descending standard and (6) is not descending true relative to the ascend-

ing standard and not descending true relative to the descending standard. Is (6) ascend-

ing true or descending true? Well, (6) is assessment-sensitive, so it has an ascending 

truth value only relative to a standard. So, is (7) ascending true? If we follow option (i), 

then the answer should be no.   2    So, since it is not the case that (6) is ascending true, full 

stop, (7) is not ascending true. Likewise, (6) is not descending true, so (8) is not ascend-

ing true. 

 Let us look at a converse example. 

    (9) (9) is not descending true. 

 (10) (9) is true. 

 (11) (9) is not true.   

 (9) is unsafe, so it is ascending true and not descending true. How do we evaluate (10) 

and (11)? CAM says that ‘true’ is assessment-sensitive, so (10) and (11) are  assessment-

sensitive. (10) is ascending true relative to the ascending standard, and not descending 

true relative to the descending standard. (11) is not ascending true relative to the 

ascending standard and descending true relative to the descending standard. But is 

(10) true? Recall that ‘true’ can only be used in situations where the diff erence 

between ascending truth and descending truth is negligible. In this case it is not, so we 

cannot answer whether (10) or (11) are true. Of course we can consider the further 

sentence: 

  (12) (10) is true.   

 CAM implies that this sentence is assessment-sensitive—(12) has exactly the same status 

as (10) itself: ascending true relative to the ascending standard, and not descending true 

relative to the descending standard. 

 With these in mind, compare the fi rst example to the following one: 

  (13) Grass is green. 

 (14) (13) is true. 

 (15) (14) is descending true. 

 (16) (15) is ascending true.   

 Given what we said above, (14) is assessment-sensitive, so it is not descending true and it 

is not ascending true. Thus, (15) is not ascending true and not descending true. 

 Nevertheless, ‘grass is green’ follows from (14) since it follows from (15), and ‘grass is 

green’ follows from (16) as well since (15) is safe.  

    2   Notice that our guiding analogy between truth and mass is no help here since ‘mass’ (the type) does not 

have relativistic mass or proper mass.   
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     10.2  Objections and replies   

  I have dealt with numerous objections all the way through the book. However, in this fi nal 

section, I consider some objections that might still seem pressing and off er some replies.  

     10.2.1  Guide to objections   

 Here is a guide to the most important objections that I have raised and addressed already 

in the book, along with their locations:

     •  There are no inconsistent concepts (section 2.2).  

   •  There is no way to possess an inconsistent concept (section 2.3).  

   •  Inconsistency views require an analytic/synthetic distinction (section 2.3).  

   •  Epistemic relations between concept possessors and constitutive principles are 

subject to Williamson’s objection (section 2.3).  

   •  Epistemic relations between concept possessors and constitutive principles do 

not explain the phenomenology of coming to fi nd out that one’s concept is 

inconsistent (section 2.6).  

   •  My criticism of ambiguity and contextual philosophical approaches to the 

aletheic paradoxes is no better than the semantic blindness objection to epis-

temic contextualism (section 3.2.5).  

   •  Paraconsistent approaches are justifi ed in part by the fact that people do not take 

 ex falso  to be valid (section 3.3).  

   •  Other views explain the aletheic paradoxes better (section 4.3).  

   •  The modest attitude of the relation between philosophy and the sciences renders 

philosophical objections to the science moot (section 4.4).  

   •  The argument concerning the impact of the paradoxes on truth-conditional 

theories of meaning can be defused by a proper understanding of the relation 

between theories of truth and meaning theories (section 5.1.3).  

   •  There is no need to replace the concept of truth (section 5.3).  

   •  A descriptive theory of truth should come before the prescriptive theory 

 (section 5.6).  

   •  Ascending truth and descending truth do not serve truth’s expressive role 

 (section 6.7.4).  

   •  Ascending truth and descending truth give rise to revenge paradoxes (section 

6.7.6).  

   •  ADT is self-refuting because some of its consequences are not descending true 

(section 6.7.6).  

   •  Ascending truth and descending truth cannot do the explanatory work of truth 

( Chapter  8  ).  
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   •  The standard objections to assessment-sensitivity views of epistemic modals, knowl-

edge attributions, predicates of personal taste, etc. undermine CAM  (section 9.8).  

   •  The CDC is no more plausible than a TCDC (section 9.8).  

   •  CAM does not respect truth’s expressive role (section 9.12).  

   •  CAM gives rise to revenge paradoxes (section 9.13).  

   •  CAM is self-refuting because some of its consequences are not true (section 9.13).    

 The rest of this section considers a host of other objections that have not been raised yet.  

     10.2.2  My uses of ‘true’   

 I use ‘true’ all the way through the book, so is that inconsistent? No. I have argued over 

and again that inconsistent concepts can be useful. Truth is one such concept. In order 

for an objection of this sort to be plausible, one would have to show that I use ‘true’ in a 

situation where the distinction between ascending truth and descending truth is  relevant. 

Of course, I use ‘true’ in describing the views of others as well, but it hardly makes sense 

to use ‘ascending true’ or ‘descending true’ in these cases. The perspective from which 

the book is written takes these sorts of self-referential worries seriously, and all the 

 theories contained herein are formulated explicitly to avoid these kinds of objections.  

     10.2.3  Indispensability   

 Truth is indispensable. Consider the following passage from Stephen Leeds: 

  I think that if we were somehow to become persuaded to use the word ‘true’ in ways that  confl icted 

with the T-sentences, we would immediately—so important are the disquotational uses of truth in our 

own language—invent an additional notion of truth—say truth*—that conformed to them; under 

such circumstances, I think one might as well say that we had never abandoned the T-sentences after 

all: we had merely decided to rename truth ‘truth*’ and use the word ‘true’ to mean something else.   3      

 I do not disagree with Leeds on this point. In fact, I think this quote does a good job of 

explaining why theories of truth that do not treat (T-In) and (T-Out) as constitutive are 

non-starters. Of course, since we are using a truth predicate that has these as constitutive 

principles in a linguistic practice that is capable of referring to its own syntax and in 

which we reason according to certain logical principles, this truth predicate expresses an 

inconsistent concept. If that makes truth an indispensable inconsistent concept, then so 

be it. However, that claim has nothing to do with whether truth should be replaced. 

Being indispensable and being replaceable are compatible. Indeed, we should replace 

truth exactly because it is inconsistent and indispensible.  

     10.2.4  Primary aletheic principles   

 In  Chapter  3  , I criticize approaches to the aletheic paradoxes that do not validate the 

primary aletheic principles since these views cannot accommodate truth’s expressive 

    3    Leeds ( 1995  : 8).   
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role. However, since (T-In) and (T-Out) are not true in general for my approach, I can-

not accommodate truth’s expressive role. 

 I take this to be one of the biggest problems with CAM. To be sure, I can explain why 

people treat ‘true’ as if it serves this expressive role—the reason is that (T-In) and (T-Out) 

are constitutive of truth. Moreover, I can show, according to a general theory of 

 inconsistent concepts, why these constitutive principles fail in certain cases; so my 

 rejection of them is not ad hoc. Finally, I have a semantics that specifi es exactly when 

they hold and which sentences are exceptions to them. Nevertheless, it is a consequence 

of CAM that natural-language users are sometimes mistaken in treating certain speakers 

as  committed to certain propositions. Since CAM is a descriptive theory of truth, that is 

a mark against it. It is no real consolation to note that everyone has this problem—no 

consistent  (or even inconsistent) descriptive theory of truth can accommodate all our 

intuitions, since our intuitions trivialize in any logical system. 

 I think the best thing to say in response to this objection is that the case that I make for 

the idea that truth is an inconsistent concept is a fortiori a case for the claim that natural-

language speakers are sometimes mistaken when they use truth predicates. By analogy, 

the (indirect) case that Einstein makes for the idea that mass is an inconsistent concept is 

also a case for the claim that natural-language speakers are sometimes  mistaken when 

they use the term ‘mass’; e.g., when they use it in situations where the  diff erence between 

proper mass and relativistic mass is not negligible. I claim that CAM off ers the best fi t for 

our intuitions regarding truth predicates, but that does not mean that it is a perfect fi t. 

 Compare my view on ‘true’ with one that has full intersubstitutability of p and ‘p is 

true’, like Field’s theory. He does get more expressive power for ‘true’. In particular, for 

Field, one can call a paradoxical sentence true and commit oneself to that paradoxical 

sentence; so he does justice to truth’s role as a device of endorsement. However, it is 

inappropriate, on Field’s theory, for someone to say of a paradoxical sentence that it is 

not true; so he does not get truth’s role as a device of rejection (I argued this in  Chap-

ter  3  ). The question is: is that little bit of extra expressive power in the form of a device 

of endorsement worth giving up an intuitive negation and an intuitive conditional? I 

think the obvious answer is: No.  

     10.2.5  Endorsement   

 Descending truth is what is needed for a device of endorsement, since if one calls an 

unsafe sentence ascending true, that unsafe sentence does not follow from one’s claim. 

Nevertheless, if one calls an unsafe sentence descending true, then the sentence one has 

uttered is not descending true and it is also not a theorem of ADT; thus, by the standard 

of assertibility advocated in  Chapter  8  , the sentence one has uttered is not properly 

assertible. Therefore, there is no way to use ‘ascending true’ or ‘descending true’ to 

 properly endorse an unsafe sentence. For example, the descending liar, (d), which is the 

 sentence ‘(d) is not descending true’, is not descending true, and one can derive this 

result from ADT. If one asserts ‘(d) is ascending true’, then one has failed to endorse (d) 

because (d) does not follow from the sentence asserted. If one asserts ‘(d) is descending 
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true’, then (d) does follow from the sentence asserted, but the sentence asserted is unsafe 

and not a theorem of ADT (its negation is a theorem of ADT), so it is not properly 

assertible. Therefore, neither ascending truth nor descending truth can serve as a  genuine  

device of endorsement. 

 The objection is correct, but the problem is that there is no such thing as a consistent 

genuine device of endorsement. Descending truth is as close as one can get without 

having an inconsistent concept. Let us be more careful about devices of endorsement to 

see why. 

 A necessary condition on a predicate, F(x), that serves as a device of endorsement is 

that it obey (T-Out): F(〈ϕ〉) → ϕ. Otherwise, one could call a sentence F without being 

committed to that very sentence. In addition, the objector wants that if 〈ϕ〉 is correctly 

assertible, then F(〈ϕ〉) is correctly assertible. It is these two features that are required for 

what is called a  genuine  device of endorsement in the objection. The problem is that, 

together, these conditions are inconsistent, as shown by Montague.   4    Thus, there is no 

such thing as a genuine device of endorsement that expresses a consistent concept. 

 Similar remarks hold of genuine devices of rejection.  

     10.2.6  Defl ationism   

 The replacement strategy depends on truth’s explanatory role—otherwise there is no 

reason to replace truth. So defl ationists have no reason to accept this view. 

 Anyone who thinks that truth predicates perform a useful expressive role has  diffi  culty 

with an approach to the aletheic paradoxes, and the defl ationist is no diff erent. 

 Defl ationists accept (T-In) and (T-Out) and there does not seem to be much hope in 

restricting them in a satisfi able way because of contingent paradoxes. That is, the 

 considerations that sink monster-barring approaches sink this strategy too. Thus, 

 defl ationists are stuck with non-classical approaches. Moreover, the non-classical 

approaches to the paradoxes have come in for harsh criticism here—they violate 

 constitutive  principles for logical notions, they engender revenge paradoxes, they are 

susceptible to importation arguments, and they work only for LS truth predicates. Even 

once one goes non-classical, one need not retain truth’s expressive role (e.g., I argued in 

 Chapter  3   that Field does not do justice to truth’s role as a device of rejection). Thus, the 

defl ationist, who not only accepts but also emphasizes truth’s expressive role, has good 

reason to think that truth is an inconsistent concept. 

 But, why accept my replacements? One important goal of linguistics is to provide 

semantic theories for natural languages. There are several kinds of semantic theories 

popular amongst linguists, but one of the most popular is truth-conditional semantics. 

Truth-conditional semantics uses our inconsistent concept of truth, but when we try 

to provide a truth-conditional semantics for a natural language, we end up with an 

    4    Montague ( 1963  ). The technical result is that (T-Out) together with what we might call (T-Enter), if ⊢ 

ϕ, then ⊢ 〈ϕ〉 is true, are inconsistent (given the expressive resources needed to construct the relevant 

sentences).   
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inconsistent theory because of the aletheic paradoxes. To reject truth-conditional 

semantics, one of the most important tools of linguistics, out of hand on the basis of 

some philosophical commitment (e.g., defl ationism) is to violate the modest attitude 

defended in  Chapter  4  . By adopting the replacements off ered here, one can improve 

truth-conditional semantics in the form of AD semantics. I know of no other way to 

fi x this important tool of linguistics and philosophy of language.  

     10.2.7  Retention   

 One might wonder whether, given the view of inconsistent concepts developed in 

 Chapter  2  , we really need to replace the concept of truth. On the view of constitutive 

principles and inconsistent concepts I advocate, one can explicitly reject a constitutive 

principle of the concept of truth and still possess it. Can we just use the concept of truth 

but explicitly reject one of its constitutive principles in cases where we are likely to get 

into trouble? 

 The answer is, no. Doing semantics with truth while rejecting one of its constitutive 

principles is eff ectively the same as doing semantics with a classical gappy truth predi-

cate or a classical glutty truth predicate.   5    The former results from rejecting (T-In) and 

the latter results from rejecting (T-Out). There are no philosophically signifi cant classi-

cal glut theories; so, let us consider a classical gap view. This concept (I’ll use the predi-

cate G(x) to express it) obeys (T-Out) (i.e., if G(〈ϕ〉), then ϕ), but  not  (T-In) (i.e., if ϕ, 

then G(〈ϕ〉)). G(x) will, no doubt, obey other principles as well, but we need not con-

cern ourselves with them. 

 Let L be the language for which we are providing a presemantics, a semantics, and a 

postsemantics. Since L is to model a natural language, we do not want to impose any 

expressive limitations on it. So it contains empirical predicates, a truth predicate, a 

G predicate, and some way of referring to its own syntactic features. Truth plays no role 

in the presemantics or in the semantics proper (instead, it is the mathematical concept of 

truth-in-a-model that does the work in the semantics). However, in the postsemantics, 

truth does play a role. 

 A standard postsemantic theory with truth looks something like this (u is the context 

of utterance and i 
u
  is the index that represents u): 

  (17)  A sentence p is true in u iff  the content assigned to the clause representing p 

with respect to i 
u
  gets tM-value 1 at the point of evaluation <w> where w is 

the world of i 
u
 .   

 Notice that, for simplicity, I am taking circumstances of evaluation to have only a  parameter 

for worlds. Since we are doing postsemantics with our inconsistent concept of truth while 

rejecting (T-In), what we get is: 

    5   And so the following argument serves also to justify replacing truth with a team of concepts over a 

single concept.   
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  (18)  A sentence p is G in u iff  the content assigned to the clause representing p 

with respect to i 
u
  gets tM-value 1 at the point of evaluation <w> where w is 

the world of i 
u
 .   

 It will be helpful to break this biconditional into its conditional components and 

 simplify them (where p is a sentence and w is the world of u): 

  (18a) If p is G in u, then the content of p gets tM-value 1 at w. 

 (18b) If the content of p gets tM-value 1 at w, then p is G in u.   

 As should be familiar by now, we really have two predicates here: ‘__ is G’ and ‘__ is G 

in __’. The latter does the work in the postsemantic theory. I assume both are in L. The 

claim that G can serve in postsemantic theory like (18) will serve as an assumption for a 

 reductio , which follows. 

 Consider again a standard semantic theory. It uses the following principles (where w 

is a possible world): 

  (19a) If ϕ at w, then the content of 〈ϕ〉 gets tM-value 1 at w. 

 (19b) If the content of 〈ϕ〉 gets tM-value 1 at w, then ϕ at w.   

 In these principles, ‘ϕ’ serves as a sentential variable. For example, if there is a possible world 

w at which snow is white, then the content of ‘snow is white’ gets tM-value 1 at w. 

 Moreover, if ‘snow is white’ gets tM-value 1 at w, then snow is white at w. These  principles 

are utterly uncontroversial because they involve neither truth nor G—just the  mathematical 

concept of truth-in-a-model. 

 Our language L might contain a sentence like:

  (g) ~G(g)   

 which would be similar to a liar sentence. I am going to consider a slightly diff erent 

 sentence that contains an occurrence of the two place G predicate: 

  (q) ~G(q, u 
0
 )   

 where ‘u 
0
 ’ is the name of a particular context of utterance. q says that it is not G in 

 context of utterance u 
0
 . Which context of utterance is it? It is a context in which  a per-

son in the actual world utters q. That is, assume that a person utters q in context u 
0
  in the 

actual world @. 

 The presemantics for q are obvious, and I will not bother with it. The semantic the-

ory provides the following t-distribution for q: 

  (20a)  At worlds w where q is not G in u 
0
 , the content of ‘q is not G in u 

0
 ’ gets 

tM-value 1 at w. 

 (20b)  At worlds w where q is G in u 
0
 , the content of ‘q is not G in u 

0
 ’ gets 

 tM-value 0 at w.   

 It should be obvious that (20a) is an instance of (19a) and (20b) is an instance of the 

 contrapositive of (19b). 
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 Now for the argument that (18) is inconsistent. 

      1.  q is G in u 
0
  [assumption for  reductio ]  

    2.  ‘q is not G in u 
0
 ’ is G in u 

0
  [from 1 by defi nition of q]  

    3.  ‘q is not G in u 
0
 ’ gets tM-value 1 at @ [from 2 by (18a)]  

    4.  q is not G in u 
0
  at @ [from 3 by (19b)]  

    5.  q is not G in u 
0
  [from 4 by @ rule]  

    6.  ⊥ [from 1 and 5 by conjunction intro]  

    7.  q is not G in u 
0
  [from 1–6 by  reductio ]  

    8.  q is not G in u 
0
  at @ [from 7 by @ rule]  

    9.  ‘q is not G in u 
0
 ’ gets tM-value 1 at @ [from 8 by (19a)]  

    10.  ‘q is not G in u 
0
 ’ is G in u 

0
  [from 9 by (18b)]  

    11.  q is G in u 
0
  [from 10 by defi nition of q]  

    12.  ⊥ [from 7 and 11 by conjunction intro]    

 The @ rule is just that 〈ϕ〉 and 〈ϕ at @〉 are interchangeable. For example, ‘snow is 

white’ is interderivable with ‘snow is white at the actual world’. There might be some 

metaphysical worries about it that rest on contentious claims about the nature of  possible 

worlds, but from the point of view of linguistics and philosophy of language, this 

 principle should not be controversial. 

 The argument so far shows that the proponent of using the concept of truth while 

rejecting (T-In) cannot endorse the standard semantics (expressed in (19a) and (19b)) 

together with the most obvious postsemantics (expressed in (18a) and (18b)). I claim 

that (19a) and (19b) should be left alone by such a proponent. Instead, it makes the most 

sense to reject (18b). Here is why. The classical gap view takes G to obey (T-Out), but 

not (T-In). So, whichever one of (18a) or (18b) is analogous to (T-In) should be rejected. 

It should be clear that (18b) is similar to (T-In). In fact, if we use hypothetical syllogism 

on (19a) and (18b) we arrive at the following principle: if ϕ at w, then 〈ϕ〉 is G in u. If we 

use hypothetical syllogism on (19b) and (18a) we arrive at: if 〈ϕ〉 is G in u, then ϕ at w. 

The former is very similar to (T-In) and the latter is very similar to (T-Out). Rejecting 

(18b) allows one to reject the former principle. 

 The advocate of the view in question would then be left with (18a) as the postseman-

tic theory: if 〈ϕ〉 is G in u, then the content of 〈ϕ〉 gets tM-value 1 at w. Or, in the more 

helpful contrapositive form: if the content of 〈ϕ〉 gets tM-value 0 at w, then 〈ϕ〉 is not G 

at u. One could, of course, add some instances of (18b) to the postsemantic theory, but 

not all of them. In particular, one can add all the instances for sentences of L that do not 

 contain ‘G’, but that is a lame consolation prize. A proponent of using ‘true’ while 

 rejecting (T-In) might even be able to fi gure out a way to add instances for all grounded 

 sentences of L. But even that is empirically inadequate. The ungrounded sentences of L 

are  perfectly meaningful and if the postsemantic theory cannot interpret the tM-values 

assigned to them, then it is obviously empirically inadequate. 

 On the other hand, replacing the standard postsemantic theory, (17), with a theory that 

appeals to ascending truth and descending truth is consistent and it provides ascending 
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truth conditions and descending truth conditions to every sentence of a language like L 

(even when L contains ‘ascending true’ and ‘descending true’).   6     

     10.2.8  Retraction   

 It is standard to use retraction as a test to distinguish between non-indexical use sensitivity 

and assessment-sensitivity. On a non-indexical contextualist view of ‘fun’, when Milhouse 

asserts at ten years old that Whacking Day is fun, the sentence in question is assigned a 

tM-value and a truth value using the enjoyment standard from the context of utterance. 

When Milhouse asserts at twenty years old that Whacking Day is not fun, that  sentence is 

assigned a tM-value and a truth value using the enjoyment standard from that context of 

utterance. If the standard for enjoyment changes between the two utterances, then it might 

be that the fi rst sentence is true in its context of use and the second sentence is true in its 

context of use, even though they are contradictory. Even if Milhouse recalls his earlier 

claim, he has no reason to retract it. What he said at ten years old is true relative to the only 

enjoyment standard that is relevant—the one in place in that context of utterance. It is 

impossible on the non-indexical contextualist view to evaluate the early utterance with 

respect to the later enjoyment standard. On the other hand, the  assessment-sensitivity 

theorist says that the sentence Milhouse uttered early is assigned a tM-value and truth 

value relative to an enjoyment standard from a context of assessment; and there might be 

many contexts of assessment from which to choose. One need not use the enjoyment 

standard from Milhouse’s early context of utterance. Thus, when  Milhouse at twenty 

refl ects on his early utterance using his twenty-year-old enjoyment standard, he should say 

that the sentence he uttered at ten is false in the context of use from his current context of 

assessment. As such, he should retract it. Of course, if  Milhouse uses a context of assess-

ment for his early utterance in which his ten-year-old enjoyment standard is operative, 

then he would not retract it because that sentence is true in the  context of use from this 

context of assessment. Still, on the non-indexical contextualist view, retraction is never 

forced, but on the assessment-sensitivity view, it sometimes is forced. 

 I have endorsed the assessment-sensitivity view with respect to ‘true’. As such, we 

should see some retraction data. If there is no situation in which a user of ‘true’ would 

retract based on diff erences in aletheic standard, then it seems like ‘true’ is not asses s-

ment-sensitive. 

 A fi rst point to make in reply is that, as of the date I am writing this sentence, I am one 

of the only people in the world (I know of ) who thinks that ‘true’ is assessment- sensitive. 

So there will be no retraction data for us to fi nd by looking at how people use ‘true’. 

Nevertheless, we can imagine how people who know that ‘true’ is assessment-sensitive 

should use it, and see whether there would be situations in which they would retract. 

For this to work, we need a case where a sentence is assigned diff erent ascending truth 

values or descending truth values by diff erent aletheic standards. A good example is the 

truth-teller: 

    6   Thanks to Matti Eklund for discussion of this point.   
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  (21) (21) is true.   

 The ascending standard reads this as the ascending truth-teller: 

  (22) (22) is ascending true   

 while the descending standard reads it as the descending truth-teller: 

  (23) (23) is descending true.   

 By the xeno semantics provided in the Appendix to  Chapter  6  , both (22) and (23) are 

safe, but (22) is descending true and (23) is not ascending true. Thus, (21) is ascending 

true in its context of use from the context of assessment involving the ascending stand-

ard, but (21) is not ascending true in its context of use from the context of assessment 

involving the descending standard. 

 Imagine Bort overhears Lester utter sentence (21) and uses the ascending  standard in 

his context of assessment. As such, Bort judges that (21) is ascending true in its context 

of use from his context of assessment. If, later on, Bort decides to use the descending 

standard to fi gure out whether (21) is ascending true, he will judge that (21) is not 

ascending true in its context of use from his new context of assessment. If he refl ects on 

his earlier judgment, would Bort retract it? He would if for some reason he thought that 

the descending standard (in his later context of assessment) is somehow superior to the 

ascending standard (in his earlier context of assessment) given the goals and purposes of 

the conversation in question. I think the same holds of Milhouse as well. If he has some 

reason to think that his older standard is somehow inferior, then he retracts. Therefore, 

the retraction phenomenon is the same in the two cases.  

     10.2.9  Generalization   

 Throughout the book, I have emphasized the expressive role played by truth predicates, but 

I have focused exclusively on their use as devices of endorsement and as devices of rejection. 

I have not mentioned their use as devices of generalization, which is just as important. 

Moreover, it is not clear that either ascending truth or descending truth serve this purpose. 

For example, imagine that Roy claims that a rational agent should believe that grass is green 

only if grass is green, and he claims that a rational agent should believe that snow is white 

only if snow is white. Further, he is not concerned only with ‘grass is green’ and ‘snow is 

white’—he is interested in the general principle: for all ϕ, a rational agent should believe 

that ϕ only if ϕ. Here, I have used a (bindable) sentential variable to formulate the general 

principle, but that is not the most common way of formulating it, and it is not obvious that 

natural languages have such devices. Instead, one would probably say something like: a 

rational agent should believe a proposition only if that proposition is true. In this  formulation, 

we use the truth predicate to generalize over all the instances. Notice that this is not an 

endorsement or a rejection. Roy is not using the truth predicate to endorse or reject any 

particular proposition. Because (T-Out) is constitutive of ‘true’, we can derive that a rational 

agent should believe the proposition that grass is green only if grass is green from the  general 
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principle.   7    A diff erent example, say, ‘a rational agent may believe a proposition if that 

 proposition is true’, would require (T-In) to recover the relevant instance. How can 

 ascending truth and descending truth perform this generalizing role? 

 At fi rst blush, it seems obvious that one would just substitute ‘descending true’ in a 

generalization that requires (T-Out) but not (T-In) to recover the relevant instances, and 

substitute ‘ascending true’ in a generalization that requires (T-In) but not (T-Out) to 

recover the relevant instances. However, there is a wrinkle here. Consider our example 

again. Imagine that Roy asserts ‘a rational agent should believe a proposition only if that 

proposition is descending true’. By asserting this general principle, Roy has committed 

himself to ‘a rational agent should believe the proposition that grass is green only if grass is 

green’, but the general principle now seems to be mistaken. If what I have said in this book 

is right, then a rational agent should believe that the descending liar is not   descending true 

(because that is a theorem of ADT). However, the proposition that the  descending liar is 

not descending true is not descending true. Thus, there is a  counterexample to the general 

principle formulated with ‘descending true’. Similar counterexamples apply to  generalizing 

uses of ‘ascending true’. 

 Instead of following the above advice, one should do the opposite. That is, substitute 

‘ascending true’ in a generalization that requires (T-Out) but not (T-In) to recover the 

relevant instances, and substitute ‘descending true’ in a generalization that requires (T-In) 

but not (T-Out) to recover the relevant instances. Imagine instead that Roy asserts ‘a 

rational agent should believe a proposition only if that proposition is ascending true’. By 

asserting this general principle, Roy has committed himself to ‘a rational agent should 

believe the proposition that grass is green only if grass is green’, because ‘grass is green’ is 

safe. Roy has, however, not committed himself to any instances involving unsafe 

 sentences like ‘the descending liar is not descending true’. The upshot is that, when used 

properly, ascending truth and descending truth can play limited generalizing roles and 

the limitations are exactly the same as the limitations on their roles as devices of endorse-

ment and rejection. Thus, there is no new problem here with generalizations.  

     10.2.10  The principle of uniform solution   

 CAM and ADT do not solve the other paradoxes that have often been discussed in 

 conjunction with truth. For example, there is the sorites paradox, which aff ects vague 

expressions, Russell’s paradox and the Burali-Forti paradox, which aff ect set theory, and 

Paradoxes of Generality, which aff ect the concept of a domain or subject matter of 

 discourse. Some philosophers have claimed that an approach to the liar that cannot be 

parlayed into an approach to one or more of these other paradoxes is unacceptable. In 

particular, Jamie Tappenden, Matti Eklund, and Hartry Field have argued that the 

    7   That is, ‘for all x, for all y, if x is a rational agent and y is a proposition and x should believe y, then y is 

true’ and ‘if the proposition that grass is green is true, then grass is green’ entail ‘for all x, if x is a rational 

agent and x should believe the proposition that grass is green, then grass is green’. This argument uses the 

propositional version of (T-Out), but that is hardly objectionable.   
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 paradoxes of truth and the paradoxes of vagueness ought to stand or fall together.   8    In 

addition, Graham Priest has defended a principle of uniform solution, which states that 

the aletheic paradoxes and the set-theoretic paradoxes all have the same form and should 

be solved together.   9    

 From my point of view, paradoxes that aff ect a single concept should be solved 

together. Notice that I give a uniform solution to the liar paradox, Curry’s paradox, 

Yablo’s paradox, Montague’s paradox, McGee’s paradox, and all the revenge paradoxes, 

but there is good reason to think that these are all symptoms of truth’s underlying 

in consistency. I also show how to solve the paradoxes of predication and reference by 

applying what amounts to the same strategy, even though the approach to truth, on its 

own, does nothing to solve these paradoxes. I feel the same way about the other  paradoxes 

mentioned above. There is no way I would subject the reader to a long and tedious 

 discussion of vagueness, set theory, or absolute generality at this point. So let me say that 

if there is good reason to think that the concepts involved are inconsistent, useful, 

and their inconsistency impedes their utility, then a replacement strategy is in order. 

 Otherwise, it is not. However, whether the concepts involved in those phenomena are 

inconsistent is irrelevant to assessing the merits of CAM and ADT.    

    8   See  Tappenden ( 1993 ,  1994  ),  Eklund ( 2002a  ), and Field (2003b).   

    9    Priest ( 1994b  ). See  Smith ( 2000  ) and  Priest ( 2000  ) for discussion.   



   I am not one for long conclusions—if you have read this far, then you should know 

what the book accomplishes. In case you are still a bit unclear, I will try to summarize it 

here. I began by off ering, for the fi rst time, a single framework for thinking about work 

on the nature of truth and work on the aletheic paradoxes. It classifi es a wide range of 

theories, distinguishes between philosophical and logical approaches to the paradoxes, 

and introduces the idea of a unifi ed theory of truth, which includes all three parts. 

I introduced the idea that some concepts are inconsistent, and argued that truth is an 

inconsistent concept. My own inconsistency approach is distinct from others in this 

tradition because I think that an inconsistency theorist should be in the business of 

replacing truth for certain purposes. The prescriptive theory—the suggestion for how 

we should change our conceptual scheme and linguistic practice by adding ascending 

truth and descending truth—is based on the formal theory, ADT, and requires a novel 

semantics in terms of xeno models. Instead of an analysis or reductive explanation, I pre-

fer a measurement-theoretic account of philosophical notions and provide one for 

ascending and descending truth. In addition, ascending and descending truth are linked 

up in various ways to other philosophical concepts. Finally, I proposed a theory of truth 

on which ‘true’ is assessment-sensitive and is explained by appeal to ascending truth and 

descending truth. 

 I would like to close by mentioning a few areas for further research. The most obvious 

place to develop the ideas contained here is to apply them to other paradoxes, especially 

the set-theoretic paradoxes. It seems to me that Russell’s paradox shows that the naïve 

concept of a set is inconsistent. It would be interesting to see how to replace it with a team 

of concepts in much the same way that truth is replaced by ascending truth and descend-

ing truth (focusing on the axiom of comprehension). The other set-theoretic paradoxes 

might be susceptible to similar treatment. In addition, there might be other philosoph-

ical problems that are caused by inconsistent concepts (some have suggested that epistemo-

logical skepticism is a symptom of an inconsistency in our concept of knowledge).   1    

          Conclusion   

    1    See Schiff er ( 1996  ) and  Weiner ( 2009  ).  
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The approach to inconsistent concepts off ered here might shed light on what to do 

about these philosophical problems. 

 Metrological naturalism as a philosophical methodology needs considerable devel-

opment before one could expect it to entice others. In particular, the prospects for using 

measurement-theoretic tools on philosophical problems needs investigation. In addi-

tion, it would be nice to make good on my claim that Davidson’s philosophical system is 

most perspicuously understood as applying the methods of measurement theory to the 

concept of rationality. 

 The properties of ADT and its extensions have been neglected here, mostly because I 

lack the technical sophistication to investigate them. I am curious about their proof-

theoretic properties and their mathematio-logical relations to various kinds of xeno 

models. In addition, it seems to me that iterated ascending truth and descending truth 

attributions (e.g., ‘ ‘ ‘snow is white’ is ascending true’ is descending true’) could have 

interesting properties that deserve some attention. 

 The kind of replacement I have off ered in this work is only one kind of conceptual 

change. There are many others, and it would be helpful to arrive at a general theory of 

conceptual change as an aid to getting straight on conceptual inconsistencies at the root 

of philosophical problems and producing replacement concepts. 

 Finally, the idea that most philosophical problems are caused by conceptual inconsist-

ency—and so, philosophy is, for the most part, the study of inconsistent concepts—

seems obvious to me, and I think it has the potential to make sense of deeply entrenched 

philosophical disagreements. Figuring out the principles responsible for these disputes 

and confi guring replacement concepts would be a huge undertaking, but one that is 

badly needed. This sort of massive conceptual engineering eff ort is the only way, in my 

opinion, that philosophy will be able to move past its intractable disputes and continue 

the progress made over the past few centuries.   
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